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Self-supervised Learning: A New Trend
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Time-cycle Contrastive random walk (CRW)
Wang et al. CVPR 2019 Allan et al. NeurlPS 2020



Testing pipeline of self-supervised video object segmentation
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Motivation
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CRW [1] Uses patch-based method (left) to perform cycle-consistency learning (right)

Can we apply a fully convolutional network (FCN) method
rather than the patch-based one during the training process?

Bridge the inconsistency between training and testing

FCN has a larger receptive field

[1] CRW, Allan et al. NeurIPS 2020
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CRW [1] Uses patch-based method (left) to perform cycle-consistency learning (right)

Can we apply a fully convolutional network (FCN) method
rather than the patch-based one during the training process?
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Vanilla fully convolutional cycle-consistency (FC3) learning method

[1] CRW, Allan et al. NeurIPS 2020



Vanilla FC3 and its Shortcut
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Spatial transformation fully convolutional cycle-consistency learning (STFCS3)
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(b) Feature warping [2]

(a) Spatial transformation and feature extraction

[2] Spatial transformer networks, Jaderberg et al. NeurlIPS 2015



Experiment

Pretrained on the unlabeled Kinetics dataset

Downstream Task Dataset Number of Videos Evaluation Metrics
Pose Tracking J-HMDB 268 PCK@a
Face Landmark RMSE
Tracking 300VW 31 (the lower is the better)
Video Object
! ) DAVIS2017 30 J&F

Segmentation




Experiment

Table 1. Experiment results on different methods to avoid the shortcut solution. Our method achieves significant improvement over the
vanilla FC® method on three label propagation tasks. Experiments are conducted on the J-HMDB [ | ©], 300VW [ ¢ ] and DAVIS-2017 [ ]
for pose tracking, face landmark tracking and video object segmentation respectively.

Task Pose Tracking Face Landmark Tracking | Video Object Segmentation
Metric PCK@0.1 T PCK@0.21 RMSE | J&F* BT Eat
Vanilla FC? (Zero Padding) 32.4 48.4 56.7 18.0 157 20.2
FC? (Replicate Padding) 49.7 67.6 28.2 315 29.8 333
FC? (Reflect Padding) 45.9 63.7 26.9 28.8 26.3 32.0
FC? (No Padding) 33:1 2.7 50.2 38.8 35.6 41.9
STFC? (Ours) 62.0 80.5 18.8 60.5 58.0 63.1




Experiment

Table 2. Evaluation of the pose tracking task with the J-HMDB benchmarks. SM, D and I represent using Sintel Movie [ ], DAVIS2017
and ImageNet as the training data respectively.

Method Supervised? Training Data Backbone PCK@0.1 PCK@0.2
Thin-Slicing Network [ '] Vi J-HMDB+I Self-Designed 68.7 92.1
PAAP [ 1] Vv J-HMDB+I VGG-16 51.6 73.8
ResNet-18 [ ] VA ImageNet ResNet18 59.0 80.6
MoCo [ ! 1] > ImageNet ResNetl8 58.1 75.6
VINCE [ ] 3¢ Kinetics ResNetl8 584 715.7
Identity x - - 43.1 64.5
ColorPointer [ 1] 3 Kinetics ResNet18 45.2 69.6
TimeCycle [ ] X VLOG ResNet18 >3 78.1
mgPFF [ 1] X SM+D+J-HMDB ResNetl8 58.4 78.1
UVC [26] X Kinetics ResNet18 58.6 79.6
CRW [17] x Kinetics ResNet18 58.8 80.2
VES [14] s Kinetics ResNet18 60.5 79.5
STEC? (Ours) % Kinetics ResNet18 62.0 80.5




Experiment

Table 4. Evaluation on the DAVIS-2017 dataset for video object
segmentation. I, C, D, K, P, M, Y represents ImageNet, COCO,
DAVIS2017, Kinetics, PASCAL-VOC, Mapillary and YouTube-

Table 3. Face landmark tracking results on the 300VW VOS. The methods with * are under fully-supervised learning set-
dataset [ 0], where the lower | is better. ting. All the self-supervised methods are based on ResNet-18.
Method RMSE | Supervision Method _ TrainData  J&Fw Jm  Fm
STRRN[ ] 53] 300W [ 7] PReI\fI.VOS’* [29] 1/C/D/PIM 77.8 73.9 81.8
STM* [32] I/D/Y 81.8 79.2 843
SBR [7] 5.7 300W [25] + ImageNet CFBI* [1/] 1/C/D 83 3 805 86.0
ResNet-18 228 ImageNet ResNet-18% [17] I 629 606 652
MoCo [11] 233 self-supervision MoCo [ 1] I 60.8 586 63.1
VINCE [ /] 234 self-supervision VINCE [7] K 604 579 628
CRW [ 1] 216 self-supervision Colorization [ 1] K 340 346 327
UVC [26] 19.9 self-supervision TimeCycle [ ] VLOG 48.7 46.4 50.0
STFC? (Ours) 18.8 self-supervision CorrFlow [2] OxUvA 503 484 522
UVC+track [ 0] K 59.5 .7 613
MAST [27] Y 65.5 63.3 67.6
VFS[1] K 66.6 640 69.4
CRW[! ] K 67.6 64.8 70.2
STFC? (Ours) K 60.5 58.0 63.1




Experiment

Input Image Vanilla FC3 (epoch 1) STFC3 (Ours, epoch 1) CRW (epoch 1) CRW (epoch 25)

Visualization of the top three PCA components of the feature map
learned by different self-supervisedly pretrained models.

CRW learns invariant patch-level region features (smooth), better for segmentation

STFC3 (ours) performs pixel-level learning (distinctive), better for keypoint tracking



Experiment

Qualitative results of our method on J-HMDB for pose tracking



Experiment

Qualitative results of our method on 300VW for face landmark tracking
and DAVIS-2017 for video object segmentation



Experiment

J-HMDB

300VW

Visualization comparison of our method with CRW



Conclusion

Explore various fully convolutional cycle-consistency methods for self-
supervised video correspondence learning

Analyze the shortcut issue caused by position encoding, and propose a
spatial transformation approach to address it

Achieve state-of-the-art results on pose tracking and face landmark tracking

Future work

Contrastive learning: pixel level (ours) + frame level [1,2]

[1] DINO, Caron et al. ICCV 2021 [2] VFS, Xu et al. ICCV 2021



