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Better Foundation Models: 
Self-supervised Learning for Generalisation



Hi, I'm Yuki　

• Full Professor and head of Fundamental AI Lab at UTN 

• Self-supervised Learning 

• Multimodal Learning 

• Large Model Adaptation 

• More info: https://fundamentalailab.github.io/,  

• yuki.asano@utn.de 
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Currently we have ~three types of key Foundation Models
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(Multimodal) Large 
Language Models

writing, coding, 
assistive tech, etc.

Text-conditional 
Generative Models

Image/video generation, 
editing, control

General Image 
Understanding Models

Transfer learning, vision 
component in MLLMs etc.
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What happened in the last ~2 years?

Flexible "model"             + Predictable behavior             + More (unsupervised) data

Attention Is All You Need. Vaswani et al. NeurIPS 2017  
Training Compute-Optimal Large Language Models. Hoffman et al. NeurIPS 2022
The Unreasonable Effectiveness of Data. Halevy et al. 2009



Current speed of progress requires exponential increase in dataset size
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Will we run out of data? Limits of LLM scaling based on human-generated data. Villalobos et al. ICML 2024

... and for text-data, 
we might run out soon

"end of pretraining"



Effect of compute in video generation
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Self-supervised Learning
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Manual data annotations for  
supervised learning are limiting.

ImageNet: A Large-Scale Hierarchical Image Database. Dong et al. CVPR 2009 
The Cityscapes Dataset for Semantic Urban Scene Understanding. Cordts et al. CVPR 2016 
Scene parsing through ADE20K dataset. Zhou et al. CVPR 2017.

Data is cheap & ubiquitous

The code needs 
these fixes: .. 

The summary 
of this text is...

"Railroad 
crossing" "Trogon"

But annotations are expensive  
and often require experts

Supervised 
Learning

data signal
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Self-supervised learning solves the problem of annotations.

Self-Supervised 
Learning

data signal

Self-supervision 

Extract a supervisory signal from 
the raw data alone



Self-supervised Learning has benefits besides scalability
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No cost of relabellingMassive scale No language bias Fundamentals

sup. << weak sup. << raw



How does self-supervised learning work?
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adapted from https://what-if.xkcd.com/34/

LLM

Oh my 

God  

the   

vulcano
...
erudite

...
exploded

P
high 
 
low

LLM can see previous words.. .. to predict the next



How does self-supervised learning work for vision?
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Masked Autoencoders Are Scalable Vision Learners. He et al. CVPR 2022

🤔But:

E.g. Masked Image Modelling

• Images don't have natural word "units" 
• Images don't have fixed a vocabulary 
• Image generation ≠ Image understanding

Diverse Self-Supervision 
Methods in Computer Vision 



Today we'll talk about two research topics
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Improving vision neural networks Understanding visio-lingual models



Today we'll talk about two research topics
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Understanding visio-lingual models

+                    =
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What makes multimodal learning interesting?
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What makes multimodal learning interesting?
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Visual Alignment in Text-Only LLMs: New Frontiers in Data Efficiency  
Jona Ruthardt, Gertjan J. Burghouts, Serge Belongie, Yuki M. Asano 
arxiv



Motivation
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We've heard that "CLIP 
generalises because of 
language"

 

BUT:
Does CLIP actually generalise? 
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"Interestingly, there seems to be a correlation with the accuracy and the 
number of classes matched in the metadata."

Appendix p.14, Table 11:

🤯



CLIP, for the most part, is 
evaluated within-domain  
(it's just a big domain)
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But surely language features, e.g. 
from pretrained models should 
help generalise?



Setup of new benchmark & method: Shared Vision-Language-Locked Tuning 
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Data: supervised classification datasets, split into mutually exclusive categories. 
--> Train with "a photo of a {class name}"
[AWA2, CUB, FGVCAircraft, and ImageNet+]



Text features are obtained from the last layer's feature of the last token
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Decoder representations are actually really good.
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What people previously 
used

New  
billion-scale  
LLMs

LLMs contain knowledge that helps 
visual zero-shot classification



Moreover: LLM's ShareLock performance correlates with (text-only) MMLU evaluation!
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So: Better (text-only!) LLMs have a better 
representation of the visual world



And what if we train with actual image-caption datasets?
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Strong SotA 
for datasets  
100k-12M



Thanks to the frozen LLM, we excel in multi-lingual evaluations
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Scaling curves



TLDR:
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ShareLock is an ultra-lightweight vision-language model that 



TLDR:
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ShareLock is an ultra-lightweight vision-language model that 
 
achieves competitive multimodal performance by leveraging frozen 
features from state-of-the-art unimodal models.  



TLDR:
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ShareLock is an ultra-lightweight vision-language model that 
 
achieves competitive multimodal performance by leveraging frozen 
features from state-of-the-art unimodal models.  
 
Trained on just 563k image-caption pairs, it achieves 51% zero-shot 
accuracy on ImageNet and outperforms existing methods  
 



TLDR:
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ShareLock is an ultra-lightweight vision-language model that 
 
achieves competitive multimodal performance by leveraging frozen 
features from state-of-the-art unimodal models.  
 
Trained on just 563k image-caption pairs, it achieves 51% zero-shot 
accuracy on ImageNet and outperforms existing methods  
 
in low-data regimes, with a total training time of <15 GPU hours.



PIN: Positional Insert unlocks object localisation abilities in VLMs.  
Michael Dorkenwald, Nimrod Barazani, Cees G. M. Snoek, and Yuki M Asano.  
CVPR, 2024
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Vision-Language Models are great at many things, but not localisation.

Dorkenwald, Snoek, Asano. PINs: Positional Insert unlocks object localisation abilities in VLMs, CVPR'24.
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Our solution: unlock localisation abilities in frozen VLMs

VLMs are bad at 
localising and 
cannot handle the 
bbox detection task 

But (somewhat noisy) 
localisation does emerge in 
some VLMs

Try to unlock the 
forgotten 
localisation abilities 
in frozen VLMs

Dorkenwald, Snoek, Asano. PINs: Positional Insert unlocks object localisation abilities in VLMs, CVPR'24.
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Our approach

frozen VLM, e.g. Flamingo Positional Insert (PIN) module Synthetic, unlabeled data

Dorkenwald, Snoek, Asano. PINs: Positional Insert unlocks object localisation abilities in VLMs, CVPR'24.
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The data

Zhao et al. X-Paste: Revisiting Scalable Copy-Paste for Instance Segmentation using CLIP and StableDiffusion. ICML 2023
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Example generated data

Dorkenwald, Snoek, Asano. PINs: Positional Insert unlocks object localisation abilities in VLMs, CVPR'24.
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Default Flamingo

Text

Image

Text
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Our method 1: feed the frozen vision encoder synthetic data

Text

Text

Dorkenwald, Snoek, Asano. PINs: Positional Insert unlocks object localisation abilities in VLMs, CVPR'24.
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Our method 2: provide VLM spatial learning capacity 

Text

Text

Dorkenwald, Snoek, Asano. PINs: Positional Insert unlocks object localisation abilities in VLMs, CVPR'24.
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Our method 3: train using pasted obj locations via next-word prediction

Dorkenwald, Snoek, Asano. PINs: Positional Insert unlocks object localisation abilities in VLMs, CVPR'24.
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Results

Dorkenwald, Snoek, Asano. PINs: Positional Insert unlocks object localisation abilities in VLMs, CVPR'24.
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We beat common PEFT methods

Dorkenwald, Snoek, Asano. PINs: Positional Insert unlocks object localisation abilities in VLMs, CVPR'24.
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Today we'll talk about two research topics. Topic 2:
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Improving vision neural networks



NeCo: Improving DINOv2's spatial representations in 19 GPU hours with Patch Neighbor Consistency. 
 
Valentinos Pariza, Mohammadreza Salehi, Gertjan Burghouts, Francesco Locatello, Yuki M. Asano.  
arxiv 2024 



How semantic are patch representations?
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But often...

Which patch from the whole dataset is the closest?

How it should be

How it is

with SoTA DINOv2-R model

Qualitative results in DINOv2



Idea of Patch Nearest Neighbor Consistency: intuitive to us
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Given a query patch of a right shoulder, top neighbors should be in the following order: 

(1) All Right Shoulder Patches, (2) All Left Shoulder Patches,  (...) (3) Everything Else

1

1

2
2

3

3

Query Patch

Example Patches



PaNeCo: Patch Nearest neighbor Consistency
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NeCo: Improving DINOv2's spatial representations in 19 GPU hours with Patch Neighbor Consistency. Pariza,  Salehi, Burghouts, Locatello,  Asano.  arxiv 2024 



PaNeCo: Patch Nearest neighbor Consistency
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NeCo: Improving DINOv2's spatial representations in 19 GPU hours with Patch Neighbor Consistency. Pariza,  Salehi, Burghouts, Locatello,  Asano.  arxiv 2024 



PaNeCo: Patch Nearest neighbor Consistency

54

NeCo: Improving DINOv2's spatial representations in 19 GPU hours with Patch Neighbor Consistency. Pariza,  Salehi, Burghouts, Locatello,  Asano.  arxiv 2024 



PaNeCo: Patch Nearest neighbor Consistency
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NeCo: Improving DINOv2's spatial representations in 19 GPU hours with Patch Neighbor Consistency. Pariza,  Salehi, Burghouts, Locatello,  Asano.  arxiv 2024 



PaNeCo: Patch Nearest neighbor Consistency
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NeCo: Improving DINOv2's spatial representations in 19 GPU hours with Patch Neighbor Consistency. Pariza,  Salehi, Burghouts, Locatello,  Asano.  arxiv 2024 



Evaluation 1: Visual in-context segmentation via dense NN retrieval

57

f3 f4

f1 f2

f3 f4

f1 f2

f3 f4

f1 f2
f2 f2 f1

2…

Encoded images Patch Features from 
each Dataset Image

Images

Backbone

Query Patch

Backbone

Compare and find 
neighbors with 

query patch.



Evaluation 1: Visual in-context segmentation via dense NN retrieval
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f3 f4

f1 f2

f3 f4

f1 f2

f3 f4

f1 f2

f3 f4

f1 f2

f3 f4

f1 f2

0 0

2 2

f2 f2 f1
2…

2 2 8…

Encoded images

Patch Annotations

Patch Features from 
each Dataset Image

Images

Patch Labels from each 
Dataset Image

Backbone

Query Patch

Backbone

Compare and find 
neighbors with 

query patch.

Accumulate the 
labels of the 

neighbors
shoulder



In-context scene understanding benchmark
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matches performances of 
DINOv2-R with ~15x less data

NeCo: Improving DINOv2's spatial representations in 19 GPU hours with Patch Neighbor Consistency. Pariza,  Salehi, Burghouts, Locatello,  Asano.  arxiv 2024 
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(without any training)



61



PaNeCo starting with different pretrained weights.
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frozen clustering and linear segmentation results on Pascal VOC and COCO-Things.  
 
→ PaNeCo considerably boosts (↑) the performance of different backbones

NeCo: Improving DINOv2's spatial representations in 19 GPU hours with Patch Neighbor Consistency. Pariza,  Salehi, Burghouts, Locatello,  Asano.  arxiv 2024 



PaNeCo starting with different pretrained weights.
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frozen clustering and linear segmentation results on Pascal VOC and COCO-Things.  
 
→ PaNeCo considerably boosts (↑) the performance of different backbones

NeCo: Improving DINOv2's spatial representations in 19 GPU hours with Patch Neighbor Consistency. Pariza,  Salehi, Burghouts, Locatello,  Asano.  arxiv 2024 



PaNeCo starting with different pretrained weights.
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frozen clustering and linear segmentation results on Pascal VOC and COCO-Things.  
 
→ PaNeCo considerably boosts (↑) the performance of different backbones

NeCo: Improving DINOv2's spatial representations in 19 GPU hours with Patch Neighbor Consistency. Pariza,  Salehi, Burghouts, Locatello,  Asano.  arxiv 2024 



PaNeCo starting with different pretrained weights.
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frozen clustering and linear segmentation results on Pascal VOC and COCO-Things.  
 
→ PaNeCo considerably boosts (↑) the performance of different backbones

NeCo: Improving DINOv2's spatial representations in 19 GPU hours with Patch Neighbor Consistency. Pariza,  Salehi, Burghouts, Locatello,  Asano.  arxiv 2024 



PaNeCo starting with different pretrained weights.
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frozen clustering and linear segmentation results on Pascal VOC and COCO-Things.  
 
→ NeCo considerably boosts (↑) the performance of different backbones

NeCo: Improving DINOv2's spatial representations in 19 GPU hours with Patch Neighbor Consistency. Pariza,  Salehi, Burghouts, Locatello,  Asano.  arxiv 2024 



Key takeaways
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• Dense Patch-ordering is loss well suited for post-pretraining 
• We can improve upon (very strong) DINO/ DINOv2R models 
• Strongest improvements in in-context semantic segmentation and even full-finetuning 
• also: code/models now available!

NeCo: Improving DINOv2's spatial representations in 19 GPU hours with Patch Neighbor Consistency. Pariza,  Salehi, Burghouts, Locatello,  Asano.  arxiv 2024 



No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations 
Walter Simoncini, Spyros Gidaris, Andrei Bursuc, Yuki M. Asano 
NeurIPS 2024



Idea

The loss indicates how the network output should change to solve a task

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



Idea

Gradients carry information 
about the network, task and data 

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024

Why not use them as features too? 



Idea

Traditionally, vision models are trained with supervision 
Labels are needed to compute gradients 😢

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



Idea

Self Supervised Learning to the rescue! 🎉 
No Labels 
Several Proxylosses

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



Method

Given a pre-trained vision transformer we 
Forward an image (or multiple views of it). 
Compute a self-supervised loss & backpropagate. 
Extract the gradients wrt the weights of a layer and downsample them.

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



Method

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024

Given a pre-trained vision transformer we 
Forward an image (or multiple views of it). 
Compute a self-supervised loss & backpropagate. 
Extract the gradients wrt the weights of a layer and downsample them. 
Project gradients and obtain a FUNGI (Feature from UNsupervised GradIents).



Self-Supervised Objectives

Three objectives: DINO, SimCLR and KL. 
We concatenate (multiple) gradients and the model embeddings. 
More powerful, as they contain information from multiple objectives. 

More robust, as the other features can counteract a bad local gradient approximation

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



Code Implementation

https://github.com/WalterSimoncini/fungivision

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



Properties

Gradient features can enhance the retrieval performance 
When combined with other gradient features or the embeddings, they improve further 

Gradients encode different and complementary information to each other

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



Experiments

We evaluate FUNGI across 20 backbones, 22 datasets and 3 modalities (vision, 
language and audio), for a total of ~1000 experiments. 

We evaluate FUNGI in 
• Retrieval & k-nearest neighbor (k-nn) classification 
• Linear classification 
• k-means clustering

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



Retrieval-Based Tasks

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



k-nn classification (vision)

Large improvements in k-nn, even for DINO v1/2 and CLIP

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



k-nn classification (vision)

Up to 5.3% better for CLIP and 4.8% for DINOv2 few-shot

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



k-nn classification (language)

Up to 12.5% better using BERT Base

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



k-nn classification (language)

Up to 16% better in few shot classification using BERT Base

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



k-nn classification (audio)

Up to 4.2% better using a SSAST backbone

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



Visual In-Context Segmentation



In-Context Semantic Segmentation (Hummingbird) on Pascal VOC

Up to 17% improvement over DINOv1

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



In-Context Semantic Segmentation on Pascal VOC

Close to SoTA, without any training!

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



In-Context Semantic Segmentation [8] on Pascal VOC

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



Language

Intent classification on banking-77 with GPT 4o mini 
Examples selected with FUNGI improve accuracy by +2.5%!

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



Other Evaluations

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024 



Vision Linear Classification

Our features improve the performance of logistic regression for most backbones

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



Summary

Self-supervised gradients can be used as features, and can perform better 
than the embeddings 

Combining gradients (and embeddings) produces strong features for 
retrieval, linear classification and clustering 
FUNGI works across modalities

Simoncini et al. No Train, all Gain: Self-Supervised Gradients Improve Deep Frozen Representations, NeurIPS 2024



Learning to Count without Annotations 
Lukas Knobel, Tengda Han, Yuki M. Asan 
CVPR 2024



Referential Counting

94



Referential Counting                      ...typically need counting supervision

95



Referential Counting                      ...typically need counting supervision
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But pretrained & frozen models are (very) good.
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Good #1: unsupervised salient object segmentation
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Good #2: strong & robust feature extraction
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Result: we can learn object counting without any supervised data.
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Annotation & image Our model output



Result: we can learn object counting without any supervised data.
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Is ImageNet worth 1 video? Learning strong image encoders from 1 long unlabelled video.  

Shashanka Venkataramanan, Mamshad Nayeem Rizve, João Carreira,  Yannis Avrithis*, Yuki M. Asano* 
ICLR (oral & outstanding paper) 2024

https://www.barilla.com/it-it/ricette/tutte/farfalle-con-fave-e-pesto-ricotta-e-noci



103Motivated by: Asano Rupprecht, Vedaldi. A critical analysis of self-supervision, or what we can learn from a single image. ICLR 2020

TimeTuning: 
DINO as init & use 
temporal info of 
videos. 

How powerful is time 
without image-pretraining? 

Study the extreme:  
try to learn from a  
single video,  
from scratch.

YUKI  ASANO
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us figuring out 
which video to use

WTours proposed for learning video compression in ACCV 2022: Wiles et al. Compressed Vision for Efficient Video Understanding.
YUKI  ASANO

✔ Long 
✔ High-res, smooth 
✔ Semantically rich 
✔ Scalable (we ❤ SSL) 

    Walking Tours



105WT Venice: https://www.youtube.com/watch?v=fGX0Te6pFvk. CC-BY Poptravel.

The dataset consists of 10x 4K videos of different cities' Walking Tours.

YUKI  ASANO
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Dora: Discover and Track

Much like Dora, we walk 
around and  learn from 
what we see.

encoder Multi-object 
tracker

object masks 
 per frame      

ℒDINO
encoder

• distillation loss
• for multiple objects

High-level idea:  
1) track multiple objects across time 
2) enforce invariance of features across time

1

2

N

Venkataramanan, Rizve, Carreira, Asano*, Avrithis*. Is ImageNet worth 1 video? Learning strong image encoders from 1 long unlabelled video. ICLR 2024
YUKI  ASANO
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Spreading attention with Sinkhorn-Knopp

without SK

with SK

Multi-object 
tracker

1 2 3 N...Spatial patch features

ViT heads

Problem: heads attend to same locations

1 2 3 N...Spatial patch features

ViT heads 
= objects

SK optimal transport for high entropy

Visualise attention of  
3 heads with colors R,G,B

Venkataramanan, Rizve, Carreira, Asano*, Avrithis*. Is ImageNet worth 1 video? Learning strong image encoders from 1 long unlabelled video. ICLR 2024
YUKI  ASANO
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More examples: 
multi-object tracking  
in a ViT emerges

Venkataramanan, Rizve, Carreira, Asano*, Avrithis*. Is ImageNet worth 1 video? Learning strong image encoders from 1 long unlabelled video. ICLR 2024
YUKI  ASANO
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Dora better than DINO
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Movie K-400 EpicK WalkingTour

WT+ Dora: great match

Venkataramanan, Rizve, Carreira, Asano*, Avrithis*. Is ImageNet worth 1 video? Learning strong image encoders from 1 long unlabelled video. ICLR 2024
YUKI  ASANO
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But how does it compare against ImageNet pretraining?
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Dora (1WT) ~ on par with DINO (IN-1k)   
Dora (10WT) > DINO (IN-1k) everywhere

Venkataramanan, Rizve, Carreira, Asano*, Avrithis*. Is ImageNet worth 1 video? Learning strong image encoders from 1 long unlabelled video. ICLR 2024
YUKI  ASANO
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Key takeaways

Venkataramanan, Rizve, Carreira, Asano*, Avrithis*. Is ImageNet worth 1 video? Learning strong image encoders from 1 long unlabelled video. ICLR 2024

• Training strong encoders from scratch with 1 video is possible 
• Models match DINO (trained on ImageNet) in terms of performance 
• The training loss is spatially dense and leverages time 
• Multi-object tracking emerges 
• Walking videos are great for training vision models


