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ABSTRACT

Given the proliferation of geo-tagged images, the question of
how to exploit geo tags and the underlying geo context for
visual search is emerging. Based on the observation that the
importance of geo context varies over concepts, we propose
a concept-based image search engine which fuses visual con-
cept detection and geo context in a concept-dependent man-
ner. Compared to individual content-based and geo-based
concept detectors and their uniform combination, concept-
dependent fusion shows improvements. Moreover, since the
proposed search engine is trained on social-tagged images
alone without the need of human interaction, it is flexi-
ble to cope with many concepts. Search experiments on
101 popular visual concepts justify the viability of the pro-
posed solution. In particular, for 79 out of the 101 concepts,
the learned weights yield improvements over the uniform
weights, with a relative gain of at least 5% in terms of aver-
age precision.

Categories and Subject Descriptors

H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing—Indexzing methods; 1.2.6 [Artificial
Intelligence]: Learning—Concept learning

General Terms

Algorithms, Measurement, Experimentation

Keywords

Visual search, concept detection, geo context

1. INTRODUCTION

Searching for unlabeled images which contain visual con-
cepts such as animals, vehicles, and mountains is a key prob-
lem in multimedia retrieval. At the heart of a concept-based
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(a) Concept ‘bird’ (b) Concept ‘kangaroo’
Figure 1: The geographical distribution of visual
concepts on planet earth, estimated from one mil-
lion geo-tagged Flickr images. Large circles indicate
dense populations. Note that the distribution varies
over concepts, motivating us to exploit geo context
for visual concept search.

visual search engine are a number of concept detectors [5],
which score unlabeled images with respect to their relevance
to certain concepts. Classical solutions to visual concept de-
tection look into the pixels only [4,9,21, 26], ignoring well
established facts from world knowledge. As a particular in-
stance of such knowledge, we consider in this paper the geo-
graphical position on the planet where a certain image was
photographed. Consider the real-world example in Fig. 1,
from which we observe that birds are spotted almost every-
where, while the occurrence of kangaroos is typically limited
to Australia or a local zoo. Knowing where a picture was
taken may reduce the uncertainty in interpreting its content,
and thus improve visual concept search.

Thanks to the proliferation of smart phones, GPS enabled
cameras and online geo tagging services, the geographical
location recorded in the form of latitude and longitude geo
tags, are becoming basic metadata for newly generated im-
ages. Naturally, this metadata has been exploited to infer
geo context, e.g., park, playground, and beach, of the place
where an image was taken [3,6,10,13,17,20,22,27,28]. The
research question arises as how to include geo context in a
visual search engine?

A number of papers have appeared to exploit geo context
for visual content analysis [3,7,10,12,13,17,20,22,23,27,28].
Most of them target at either image summarization [7,12]
or image annotation [3,13,20,22,23,28]. A typical approach
as introduced by Moxley et al. [20] and Kleban et al. [13] is
to annotate a given image by constrained k nearest neigh-
bor (k-NN) voting, where the visual neighbors are retrieved
from the geo region of the given image. Although image



annotation models can be used for concept search, the two
tasks have distinct goals. Image annotation strives to rank
concepts for a given image, while concept search aims to
rank images for a given concept.

Joshi and Luo [10] were among the first to leverage geo
context for concept search. They introduce a location re-
lated representation for a geo-tagged image by an inverse geo
encoding using a geographical information system. Conse-
quently, they build a geo-based detector, and uniformly fuse
it with a content-based detector. Recent work by Yaegashi
and Yanai [27] studies an early fusion scheme, where they
feed both visual features and location related features into a
multiple kernel learning framework. As early fusion works at
the feature level, it has difficulty in incorporating variants of
geo-based detectors which have been introduced [10, 13, 20]
or will be introduced in the future. Moreover, for concept-
dependent fusion, training data is required for each concept.
The use of hand crafted training examples in the system [27]
puts its scalability into question.

In this paper, we start from the observation that the
strength of content-based and geo-based detectors varies over
concepts. For instance, the geo context can be good evi-
dence when looking for beach or zoo scenes, as images taken
at these areas tend to have less varied subjects. However,
for detecting sky or dog, we have to favor content over geo.
We argue that fusing concept detection and geo context
in a concept-dependent manner is crucial. We propose a
concept-based image search engine working in this manner,
as illustrated in Fig. 2. By concept-dependent fusion, the
proposed search engine favorably employs content-based and
geo-based meta detectors against their uniform combination.
We compare three present-day geo-based detectors for visual
concept search, which has not been done before. Since all
the meta and fused detectors are trained on social-tagged
images with no need of extra manual labeling, the proposed
search engine can scale up to a large array of concepts.

The rest of this paper is organized as follows. We review
related work in Section 2. We describe the proposed search
engine in Section 3. Visual concept search experiments are
setup in Section 4, followed by result analysis in Section 5.
Our conclusions are given in Section 6.

2. RELATED WORK

Visual Concept Detection. Since the seminal paper by
Csurka et al. [4], bag of visualwords features plus Support
Vector Machines classification are now established as a solid
choice for visual concept detection [9,25,26]. In order to re-
lease many detectors from the limited availability of well la-
beled training examples, methods aiming to learn detectors
from social-tagged examples have been studied [2,11,15,29].
Given the rapid growth of new images, computational effi-
ciency of concept detection is becoming a practical concern
for a search engine. Recently, Uijlings et al. [25] propose
a real-time algorithm for bag of visualwords feature extrac-
tion. To accelerate SVM prediction, Maji et al. [18] intro-
duce fast intersection kernel. We will leverage this good
progress for visual concept detection in our system.

Geo Clues for Concept Detection. To describe the
geo context of a given image, multiple geo clues have been
investigated. For instance, Moxley et al. [20], Quack et al.
[22], and Kleban et al. [13] consider consumer photos taken
in the geographical region of the given image. Luo et al.
[17] manually collect satellite aerial images of the region.

Instead of using local images, Joshi and Luo [10] query a
GIS database GeoNames' to find place entities nearby, and
use the associated text, e.g., “Panorama Hotel, a building
providing lodging and/or meals for the public”, to represent
the geo context. As an alterative to GIS, Yaegashi and Yanai
[27] employ the Yahoo! Local Search API for constructing
geo descriptions. In this paper we choose consumer photos
and GIS text as two types of geo clues for their relatively
easy accessibility.

Combining Visual and Geo Clues. For combining
multiple clues, there are two essentially different approaches,
namely early and late fusion, which work on the feature level
and the detector level, respectively. Yaegashi and Yanai [27]
investigate an early fusion scheme by combining visual and
location related feature in the form of multiple kernel learn-
ing. As aforementioned, early fusion is not flexible to com-
bine heterogenous meta detectors. Joshi and Luo [10] and
Luo et al. [17] train meta detectors separately and combine
them in a late fusion scheme with equal weights. We use late
fusion as well, but with a noticeable difference from [10,17]
that we employ learning algorithms to let the system auto-
matically figure out the importance of the underlying meta
detectors with respect to specific concepts.

3. THE PROPOSED SYSTEM

Our goal is to build a concept-based search engine which
jointly exploit visual content and geo context. When using
late fusion, the exploitation of the two sources of evidence
will naturally yield multiple meta detectors for a specific
concept. The meta detectors are on the base of content, geo,
or both. For the effective use of these detectors, well per-
forming detectors should be stressed, while poor performing
detectors have to suppressed or ignored, depending on the
concept at hand.

To make our discussion more formal, we use x to denote
an image. As a simplification, we also use z to indicate
an m-dimensional visual feature of the corresponding im-
age, where z(l) indicates the value of the I-th dimension.
Given two images x and z’, we denote their visual distance
by dyis(z,z’). On the use of geo context, the geographical
distance between two images is important, which is denoted
by dgeo(x,x’). For a given visual concept w, let H(z,w) be
its detector in general. Shall the concept have r meta detec-
tors, we denote them by { H;(xz,w)|i = 1,...,7r}. To evaluate
the effectiveness of a specific detector, we introduce an ab-
stract performance metric function Fpetric(H(x,w)). For
the popular metric Average Precision, the function will be
Eap(H (z,w)).

3.1 Concept-Dependent Fusion of
Meta Detectors

Given a set of predefined concepts, we first train the meta
detectors for each concept. Towards handling many con-
cepts, we will train all detectors on social-tagged images only
[14,15]. Based on our hypothesis that the relative strength
of content-based and geo-based detectors varies over con-
cepts, we consider concept-dependent fusion. Besides their
varying performance, the computational efficiency also dif-
fers between the individual detectors. For instance, visual
detectors naturally conducts content analysis [9,26], which
is bypassed by some geo-based detectors [10,20]. Fusion is
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thus to strike a balance between effectiveness and efficiency.
We first consider an efficiency oriented strategy which aims
to select the “right” detector, rather than use all detectors.

Strategy I: Learn to Switch. This strategy makes
the system switch meta detectors in terms of the concept
in consideration. For a given concept w, we switch to the
detector H*(z,w),

H"(z,w) = argmax Emetric(Hi(z,w)), (1)
i=1,...,r
which has the best performance on a given validation set.
We now consider the full use of the meta detectors.
Strategy II: Learn to Fuse. We adopt linear fusion due
to its widespread use [1], and define the fused detector as

m@m:ZMHMM% (2)

where A = {\;} are the weighting parameters. When the
performance of the detectors is unknown, the uniform weights,

1
AO — ;17 (3)

is a reasonable choice, as has been used in previous work
[10,17]. However, as discussed in Section 1, there are a
considerable amount of geo-tagged images online, with their
content described by social tags. Though social tags are of-
ten noisy [11], techniques have been developed to determine
tag relevance to the content [2,14,29]. The availability of
geo-tagged images with de-noised annotations make super-
vised parameter learning possible. Thus, we seek A which
maximizes Fmetric(Ha(z,w)), while at the same time we
want to keep it close to the uniform weight to reduce the
risk of overfitting. In that regard, we formulate the opti-
mization problem for A:

argmax Emetric()_Ai - Hi(z,w)) = €-||A = Aol (4)

i=1

where £ is a regularization parameter.

Because common metric functions such as Fqp,(H (z,w))
are non-differentiable, the objective function (4) cannot be
solved by standard gradient ascent algorithms. We seek an
optimization technique which maximizes (4) without com-
puting the gradient. To that end, we leverage the coordinate
ascent algorithm, introduced by Metzler and Croft [19] for
combing multiple sources of ranking evidence in document
retrieval. This algorithm iteratively solves (4) by optimiz-
ing merely one parameter in A per time, with the remaining
parameters fixed. Suppose A is the underling parameter be-
ing optimized, we conduct a bi-direction line search with
increasing steps to find the optimal value \*. If the search
succeeds, i.e., A" yields a larger response on the objective
function, we update A with A\*. Then, the next parameter
is activated and the same procedure applies. As only the
relative weights of the parameters are important, to reduce
the search space, we normalize the parameters by dividing
them by the sum of their absolute values. The procedure
continues until the objective function stops increasing.

3.2 Meta Detectors

We describe our choices of content-based detectors [15,18]
and geo-based detectors [10,13,20], which reflect present-day
techniques of their kinds.
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&Y (40.78, -73.96)

(40.78, -73.96)

9NN o e
‘%/'

(40.78, -73.96) (40.78, -73.96)

g‘i\s nb

Concept-Based
Image Search

HEE > &
o Je el A

Figure 2: The proposed concept-based retrieval sys-
tem for geo-tagged images. In the fusion component,
the size of the four meta detectors indicates their
varying contributions for detecting specific concepts.

Content-Based Detector: SVM. We choose bag of
visualwords features plus SVM modeling, which is a solid
choice for concept detection [4,9,26]. Concerning training
data for a given concept w, a straightforward solution is to
treat images labeled with w by social tagging as positive ex-
amples, and those not labeled with w as negative examples.
However, as mentioned above, social tags may be irrelevant
to the visual content. Moreover, the positive and negative
examples are imbalanced by the nature of social image data.
These two difficulties make learning SVM models on social-
tagged examples directly problematic.

To improve the quality of social-tagged positive exam-
ples, we employ the neighbor voting based algorithm by Li
et al. [14]. Given a concept w and images labeled with w
by social tagging, we apply the algorithm to each image
to obtain a score which reflects its positiveness. We sort
the images in descending order by their scores and preserve
the top IV ranked results as positive training examples. To
cope with the class imbalance problem, we follow the sam-
pling approach by Li et al. [15]. Different from sampling
negative examples at random, this approach adaptively and
iteratively selects negative examples which are most mis-
classified by present classifiers, and thus most informative
to improve classification. The combination of neighbor vot-
ing [14] and adaptive sampling [15] enables us to obtain bet-
ter SVM models, compared to models directly trained on
social-tagged images.

For large-scale concept detection, efficiency is also impor-
tant. Maji et al. [18] show that the histogram intersection
kernel is as effective as the x? kernel yet much more efficient.
Hence, we adopt their algorithm, and express the SVM de-



tector as

Heapm (7, w) = by + ZW ajw -y min(z(l),z;(1),  (5)

j=1

where z; represents a support vector with «; . as its co-
efficient, b, the intercept, and n, the number of support
vectors. The additive property of the histogram intersec-
tion kernel allows us to exchange the sum operators in (5),
and consequently compute the decision function for each di-
mension as

Hsvm,l(fry W) = ZW Ajw - mln(m(l), Zj (l)) (6)

Since (6) can be well approximated by linear interpolation on
a fixed number of pre-computed points [18], the computation
of (5) becomes independent of the number of support vec-
tors. This trick results in efficient detection, approximately
25 milliseconds for sequentially applying 101 detectors per
image on a single computer.

In the consideration of forming complementary detectors
for fusion, we choose the following three geo-based detectors,
exploiting localized tags [20], localized content [13], and GIS
knowledge [10].

Geo-Based Detector-I: Geo KNN. Moxley et al. [20]
describe a geographical k-NN detector which counts tag fre-
quency on images which are closest to a novel image in terms
of dgeo(z,z"). To suppress the impact of distant images, we
define the geographical similarity as

d €o 9 !
Kaeol, ') = exp(~ 22220 2) )
hgeo
where hgeo controls the rate of diffusion. We express the geo
knn detector as

Zf:1 I(zi,w) - Kgeol(w, i)
Z?:1 ]CQEO(:I:7 51’1)

where z; is the i-th neighbor in terms of dgeo, and the indi-
cator I(z;,w) is 1 if z; is labeled with w, 0 otherwise. Notice
that in the context of image annotation, the importance of
individual tags is considered in [20]. We omit this factor, as
it does not affect concept search.

Hynn(z,w0) = , (8)

Geo-Based Detector-11: Geo-Constrained Visual KINN.

Given a novel image and a geo region g it belongs to, the
detector by Kleban et al. [13] retrieves visually similar pic-
tures which were taken within g. In a similar manner to
Kgeo(z,z") in (7), we define the visual similarity Kos(z, z").
The geo-constrained visual knn detector is computed as

Ef:l Iz, w) - Kois(z, z:)
S Kois (2, 2:)

where z; is the i-th neighbor in terms of dy;s. In a sim-
ilar vein to [13], we find g by indexing the training data
in terms of their latitudes and longitudes using a quadtree.
The quadtree partitions the two dimensional geo space by
recursively subdividing it into four equal-sized quadrants.
Consequently, the region g is indexed by the leaf node to
which the novel image belongs.

Geo-Based Detector-ITI: GIS Naive Bayes. The last
geo-based detector investigated in this paper is by Joshi and
Luo [10], a Naive Bayes classifier built upon GIS tags. To
construct the GIS tags for a geo-tagged image, we follow [10]

Hgonn (2, w) =

; )

Table 1: The content-based and geo-based concept
detectors studied in the paper.

Meta detectors Descriptions

Hopm (z,w) Bag of visualwords + SVM (5) [15,18§]
Hgnn(z,w) Geographical knn (8) [20]
Hgynn(z,w) Geo-constrained visual knn (9) [13]

Hgisnb (xv UJ)
Fused Detectors

H*(z,w)
Hp(z,w)

GIS tags + Naive Bayes (10) [10]

The best meta detector (1)
Linear fusion of the meta detectors (2)

to first find 20 entities from the GeoNames which are geo-
graphically closest to the image. Each entity in the GeoN-
ames is associated with manually edited text, briefly describ-
ing the corresponding geo location. As suggested by [10], we
group the 20 entities into two clusters by K-means cluster-
ing, and preserve the largest cluster. The descriptions of the
entities in the selected cluster are merged to form the tag set
for the given image. For a specific GIS tag t, we use p(t|w4)
to represent the probability of observing ¢ in the positive
training data of a concept w, and p(t|w—) for the probabil-
ity of observing t in the negative training data. For a novel
image and its automatically assigned GIS tags {t1,...,tn},
the Naive Bayes detector is defined as

Hgisnb(:ryw) = Zlog (p(ti|w+) _p(ti|w—))' (10)

In each model, there are over 18,000 GIS tags and many
of them are associated with small values. For reasons of
numerical stability, we use the log odds ratio in place of the
odds ratio used in [10].

We summarize the four meta detectors in Table 1. While
the output of Hgnn(z,w) and Hgynn(z,w) is within the in-
terval [0,1], the output of Hgsym (z,w) and Hgisnp(z,w) can
be negative or positive. For the convenience of fusion, we
use the following sigmoid function to convert Hgym (2, w) and
Hgisnp(z,w) to a form of probabilistic output:

1
1+ exp(A- H(x,w)+ B)’ (11)

where A and B are two real-valued parameters optimized
on the training data by regularized maximum likelihood es-
timation [16].

The entire system is illustrated in Fig. 2. Given a query
concept, the system uses the corresponding fused detector
to sort images and returns the top ranked results.

4. EXPERIMENTAL SETUP

4.1 Data Collections

To gather geo-tagged images, we use over 25,000 Word-
Net tags which have correspondences to visual concepts as
queries to uniformly sample Flickr images uploaded between
2005 and 2010. After removing batch-tagged images and
images whose geo-tagging accuracy (as defined by Flickr)
is lower than 10, we obtained 5 million geo-tagged images.



— e .

et o

boat  reflection

street cty  landscape

g

architecture  food

op |

ara: sand  shadow

stair christmas chair brick

duck  restaurant

bench  coast lamp
=

ture square  insect

smile

Figure 3: Examples of the 101 visual concepts used
in our experiments. The concepts are sorted in de-
scending order by their frequency. Reading order:
left to right, top to bottom.

We use this set as our data source to define concepts and
datasets for training, validation, and testing.

101 Concepts. We detect visual concepts which are of
common users’ interest. To construct such a concept set,
we sort tags in the 5M set in descending order by the num-
ber of distinct users who have used them for image tagging.
We manually went trough the top ranked results, and filter
out tags which are not depicting objects, scenes, or events.
Visual examples of the concepts are given in Fig. 3.

1M Training Data. We randomly sample 1M images
from the 5M set as our training data. The data set consists
of images taken in 109 countries by 145,029 users. We use
the full set for Hgnn(z,w) (8) and Hgynn(z,w) (9). For
the feasibility of computation, we train Hsym (z,w) (5) and
Hgisnp(x,w) (10) on subsets of the training data.

10K Test Data. To the best of our knowledge, there is
no geo-tagged ground truth available for the 101 concepts.
Hence, we create a test set by sampling the 5M set at ran-
dom, with user tags as an approximation of genuine labels.
For the purpose of de-noising, we remove over-tagged im-
ages which have more than 10 tags. We exclude an image, if
for all of its tags, their tag relevance scores [14] are smaller
than given thresholds. Moreover, to assure independence
between the training and testing data, we exclude an image
if its user already appears in the training data. After the
above preprocess, we take a random subset of 10K images
as the test data.

10K Validation Data. In order to train H*(z,w) and

Table 2: Statistics of our experimental data. Note
that users (and images) from each set do not overlap
users (and images) from the other two sets.

Training Validation Testing

#images 1M 10K 10K
F#users 145,029 8,068 7,411
F#countries 109 86 86

Hp(z,w), we select another random subset of 10K images
from the 5M set, with the same preprocess applied. The
statistics of our experimental data are given in Table 2.

4.2 Experiments

To evaluate the proposed visual search engine in terms of
its ingredients, the fusion strategies, and its efficiency, we
conduct the following three experiments.

Experiment 1. Comparing meta detectors. We
compare the four meta detectors, denoted by svm, gnn,
gvnn, and gisnb respectively.

Experiment 2. Detector Fusion. We compare the two
supervised fusion schemes and fusion with uniform weights,
abbreviated as learn2switch, learn2fusion, and uniform-fusion,
respectively.

Experiment 3. Efficiency Analysis. We evaluate the
efficiency of the system by measuring its time cost for in-
dexing novel images with the 101 concepts.

4.3 Implementation

Meta detectors. To train Hsym (2, w) for a given concept
w, we rank images labeled with w in the 1M training data by
the multi-feature tag relevance learning algorithm [14], and
preserve the top 300 results as the positive training set. We
then run the negative bootstrapping algorithm [15] with 10
iterations, resulting in 10 models. We average the models
to obtain Hgym (z,w). We extract a 1,024-dimensional bag
of visualwords feature, by quantizing densely sampled SIFT
descriptors [26]. For Hynn(z,w) , we empirically set k and
hgeo in to be 20 and 2 kilometers. The k in Hgynn(z,w) is
also set to 20. To train Hg;sny(x,w), we use the same pos-
itive data as for Hgym(z,w), while randomly sample 3,000
examples from the 1M set as the negative training data.

Detector Fusion. We empirically set the regularization
parameter £ in (2) to be 0.01. We solve (1) and (4) by
optimizing average precision.

Evaluation Criteria. We use Average Precision (AP),
which is in wide use for evaluating visual search engines [24].
We also report Normalized Discounted Cumulative Gain
(NDCG), commonly used to assess the top few ranked re-
sults of web search engines [8].

5. RESULTS

5.1 Experiment 1. Comparing meta detectors

Comparing Geo-Based Detectors. As shown in Fig.
4, for the top ranked result, the gvnn method with NDCG@1
of 0.248 performs best among all the three geo-based detec-
tors, followed by gisnb with NDCG@1 of 0.089 and gnn with
NDCG@1 of 0.059. When taking the entire ranking into ac-
count as shown in Fig. 5, gnn with mean average precision of
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Figure 4: Comparing the top ranked results ob-
tained by different detectors. While the SVM per-
forms best among the four best detectors, learn2fuse
is the best strategy for detector fusion.

0.054 beats gvnn and gisnn which have mean average preci-
sion of 0.049 and 0.028, respectively. As the gvnn combines
both geo and content information, it is more discriminative,
favoring precision over recall. With the results, we conclude
that for visual concept search, geo context inferred from lo-
cal photos is more helpful than its counterpart derived from
the GeoNames.

Content-Based versus Geo-Based Detectors. As
shown in Fig. 4 and Fig. 5, the SVM detector surpasses the
geo-based detectors in general, with NDCG@10 of 0.200 and
mean average precision of 0.060. This is due to the fact that
several concepts such as car, dog, and portrait, may appear
almost everywhere. Consequently, adding the geo informa-
tion is not helpful for detecting these concepts. However, for
some concepts such as zoo, beach, island, mountain, and mu-
seum, photos taken in the corresponding areas tend to have
less varied subjects. As a consequence, we observe clear ad-
vantages of the geo-based detectors against the SVM. For the
same reason, gvnn outperforms svm in terms of NDCG@1.
These results show that for the effective use of geo context,
concept-dependent fusion is necessary.

5.2 Experiment 2. Detector Fusion

learn2fuse versus uniform-fusion. As shown in Fig.
4 and Fig. 5, learn2fuse, with NDCG@10 of 0.236 and
mean average precision of 0.085, is better than uniform-
fusion, with NDCG@10 of 0.211 and mean average precision
of 0.064. For 79 out of the 101 concepts, the learned weights
yield improvements over the uniform weights, with a relative
gain of at least 5% in terms of average precision. To gain
insight into the contributions of the individual meta detec-
tors, we visualize their weight distribution in Fig. 6. The
SVM detector contributes most due to its good performance,
followed by gnn, gvnn, and gisnb. The large degree of dis-

persion in the boxplot shows that the optimal weights vary
over concepts, suggesting the necessity of concept-dependent
fusion for deriving geo-aware concept detectors.
learn2fuse versus learn2switch. As shown in Fig. 4,
for the first hit, learn2fuse with NDCG@1 of 0.347 is much
better than learn2switch with NDCG@1 of 0.198. Notice
that learn2switch is also worse than uniform-fusion in terms
of NDCG@1. However, when measuring in terms of mean
average precision as given in Fig. 5, learn2switch with a
score of 0.077 beats uniform-fusion. We attribute this re-
sult to the reason that the winner-take-all policy makes the
learn2switch strategy less robust than uniform-fusion and
learn2fuse. Compared to the best meta detector (svm),
learn2fuse successfully ranks positive results at the top for
18 concepts where svm fails, and incorrectly ranks nega-
tive results at the top for 4 concepts where svm succeeds.
For the second rank, due to the performance drop of gvnn,
learn2fuse incorrectly ranks negative results for 14 concepts,
while the number of successful corrections is 5. As a conse-
quence, we observe a larger performance gain at NDCG@1
than at NDCG@2. In sum, the above results allow us to con-
clude that for detector fusion, learn2fuse is the best strategy.

5.3 Experiment 3. Efficiency Analysis

To make the system more compact, we preserve the svm
and the gnn detectors only, as they contribute most to de-
tection fusion. This simplification results in a performance
loss of 0.003 in terms of mean average precision, but makes
the system more efficient. Given a novel image with a size of
500x500, extracting the visual feature by the real-time bag-
of-words algorithm [25] takes about 35 milliseconds. Sequen-
tially applying the 101 svm detectors costs 25 milliseconds,
and 2 milliseconds for executing the gnn detector on a single
computer with 2.4 GHz multi-core cpu and 24 GB memory.
Scoring an image takes 62 milliseconds in total, meaning the
proposed system can index 16 images per second, approxi-
mately.

6. CONCLUSIONS

In this paper we study how to fuse generic visual concept
detection and geo context for improving visual search. To
that end, we propose a concept-based image search engine
which fuses a content-based and three geo-based meta de-
tectors in a concept-dependent manner. We conduct search
experiments for 101 visual concepts popular in social im-
age tagging. Our major findings are as follows. Compar-
ing the three geo-based detectors, we find that for visual
concept search, geo context inferred from local images is
more helpful than geo context derived from a geograph-
ical information system. Comparing the visual and geo-
based detectors, while the visual detectors perform best in
general, the geo-based detectors have a noticeable advan-
tage on concepts associated with strong geo characteristics.
Hence, the exploration of visual and geo clues has to be
concept-dependent. Concerning the fusion strategies, the
concept-dependent learn2fuse surpasses fusion with uniform
weights. Moreover, compared to search by visual detectors
alone, learn2fuse boosts the retrieval performance, increas-
ing mean average precision from 0.060 to 0.085. Since all
the meta and fused detectors are learned from social-tagged
images without the need of extra manual labeling, the pro-
posed system can scale up to a large array of concepts. These
results verify the viability of the proposed solution for fusing
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Figure 5: A concept-by-concept comparison between the meta and fused detectors for visual search. The
concepts are sorted in descending order by the performance of the SVM detector.

concept detection and geo context.

With a compact configuration of fusing svm and gnn only,
the system can index 16 images per second, approximately,
meaning indexing one million geo-tagged images within a
day. The efficiency shows the potential of the proposed solu-
tion for highly demanding applications such as live analytics
on worldwide geo-tagged images.
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