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ABSTRACT

Motivated by the increasing popularity of video bandheld
devices and the resulting importance for effectiio retrieval,
this paper revisits the relevance of thumbnails imobile video
retrieval setting. Our study indicates that usees quite able to
handle and assess small thumbnails on a mobile'sesc—
especially with moving images — suggesting prongisaivenues
for future research in design of mobile video mtail interfaces.

Categoriesand Subject Descriptors

H.5.2 [Information Interfaces and Presentation]: User
Interfaces -Evaluation/methodology, graphical user interfaces
(GUI), screen design, style guides, user centeesipt

General Terms
Design, Experimentation, Human Factors.

Keywords

Mobile video, video retrieval interfaces, visuat@ssment tasks.

1. INTRODUCTION

Despite the increasing importance of effective gidearching on
mobiles, surprisingly few retrieval interfaces hdnezn optimized
for interaction on handheld devices [1, 3]. The stio® how
advanced video browsers should be adapted to thstraints
imposed by a mobile’s small screen while maintajnirsability
remains unanswered. In this paper, we take a closérat the
basic building block of such interfaces: the thuaibni.e.

reduced-size versions of a single static images@ytently called

static thumbnails) or a set of moving images (subsequently called

dynamic thumbnails) that are extracted from a short piece of
video — usually a camera shot assumed to be repatise for its
content. Contrary to widespread believe that a matbismall
screen size would not allow displaying such withdogs of
recognition, Torralbat al [5] revealed that humans are able to
outperform computer vision algorithms in an imageognition
task on the desktop, even at strongly reduced omssbf the
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original images. Motivated by these perceptual ifigd, we

present experiments where subjects had to perfarification

tasks based on a single thumbnail extracted fromidao — a
common task in video retrieval, for example wheseasing the
relevance of a search result. Our goal is to evaliee importance
of thumbnail sizes and the influence of static usrglynamic
thumbnails for human recognition performance.

2. HUMAN-CENTERED EXPERIMENTS

All experiments have been done withMotorola Droid phone

running Android OS version 2.0 (cf. Fig. 1). It fe@s a touch
screen with a relatively large resolution of 854@4Bixels.

Although we expect most phones to increase in scresolution
in the future, this is clearly above the curremtesiof-the-art and
at the upper end — even for smart phones. Theref@alecided
to implement and run all experiments in compatipithode with

older Android OS versions, resulting in a screesolgion of

569x320 pixels that was used in all tests.

2.1 Two User Study Experiments

We set up two experiments in which the participdmatd to assess
the relevance of a typical video retrieval resaséd on a single
thumbnail at various sizes. Inspired by the worK ofralbaet al,
who found that images of 32x32 pixels were ofteffigant to
recognize the content of images on the desktop\jg],set the
minimum thumbnail width at 30 pixels and incrementg
successively with 10 pixels until a width of 12&eds is achieved
— which is a typical size of a thumbnail in tradital video
retrieval interfaces, as used in the TRECVID videtrieval
benchmark [4]. The height of the images is adapt=brding to
the video’s aspect ratio. However, we realized thaman
recognition performance even at 30 pixels is ex¢dgrhigh when
the device is hold unnaturally close to ones fabieerefore,
participants were asked to “hold the device in #umé and
comfortable way”, for example by resting their amomsa table (cf.
Fig. 2). A neutral observer reminded them of thigdgline when
an awkward position was recognized during the extalos.

Overall, 24 users (22 male, 2 female, ages 1 fr6r20, 17 from
21-30, 3 from 31-40, and 3 from 41-50) participatedboth
experiments — subsequently referred toeaperiment Aand B.

Half of the subjects started with experiment Adaled by B, the
other with B followed by A. Experiments have beeme in a
quiet place with no distractions and subjectsrgjtittomfortably
on a chair. Videos and thumbnails were taken frioentRECVID
benchmark [4], and realistic questions were setedtem [2].

Some questions needed to be adapted in ordertmdit'yes/no”
answer scheme (which was chosen to focus on thepérdient



Figure 1. Mobile phone used in
the studies (here: experiment B
with random thumbnail sizes).

variables thumbnail size and type; cf. below) berevsimilar in
spirit to the ones used in the literature. Questiarere chosen
randomly, but under consideration of covering défe retrieval
tasks — in particular: object and subject verifmat(e.g. “Does
the clip contain any police car?”) versus scene avent
verification (e.g. “Does the clip contain any mayiblack car?”).

Experiment A: Thumbnail Size Preference. The major goal of
experiment A was to evaluate at what thumbnailssjzeople feel
most comfortable and confident when making thegiglen. For
this, the participants had to answer 24 questid2swith static
thumbnails, 12 with dynamic). Half of the subjestarted with
static thumbnails, half with dynamic ones. Dynarttiombnails
were played in an endless loop. Users first saw dimallest
thumbnail size (30 pixels width) and could giveithenswer (by
hitting “yes” or “no”) or hit another button (lake with “?” and
“hard to tell”) to enlarge the thumbnail by 10 dixeip to the
maximum width of 120 pixels (cf. Fig. 3). They wessked to
make a choice at the smallest possible thumbrzél at which
they felt confident to make a correct decision.retivate users
to decide at smaller thumbnail sizes, we enforcedight delay
after they pushed the enlargement button befoesvalh them to
further increase thumbnail size. To eliminate amgrference with
the decision process the background was set té.blac

Experiment B: Thumbnail Size Influence. The purpose of
experiment B was to evaluate human performancarging sizes
of static and dynamic thumbnails. For this, eadttiggpant had to
answer another 24 questions (again 12 based da ttaimbnails

and 12 on dynamic; half of the users starting \sttitic ones, half
with dynamic ones). Questions and data were diffetkan in

experiment A but created in a similar way. Thumbeiies were
again restricted to widths of 30, 40, 50, 120 mxélowever, this
time they were presented in random order and theas no

possibility to modify their sizes, but users hadake a decision
based on the given size and type. Hence, the aceerfiad only
two buttons (“yes” and “no/unsure”, cf. Fig. 1).

2.2 Results

Experiment A: Thumbnail Size Preference. We plot the results
of experiment A in Figure 4. Overall, we see a higimber of
decisions at relatively small sizes for both statimd dynamic
thumbnails. For static thumbnails, the majoritygofestions were
answered for sizes smaller than 90 pixels, for dynanes sizes
are typically below 70 pixels. The average sizeduse the final

judgment when assessing static thumbnails was @ix&ls.

Correct answers had an average size of 67.2 pigel$,wrong
ones had an average of 56 pixels. Since users walgle to

while assessing the relevance of video
retrieval results on the mobile phone.

Figure 3. Interface in experiment
A, with different thumbnail sizes
(here: smallest, i.e. 30 pixels width).
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Figure 4. Results for experiment A: Thumbnail Size
Preference. Human performance when assessing the
relevance of video retrieval results on a mobilens#) using
increasing thumbnail sizes for static (top) and aiyit
thumbnails (bottom). Note the ease with which usees
able to correctly classify small dynamic thumbnails

increase the size, we can assume that they fefideont about
giving a correct answer even when making a wrorgsdm. For
dynamic thumbnails, average sizes are much lowerebVer,
there is hardly any difference between wrong andeco answers:
average values are 48.0 pixels overall, 48.0 pifaglgorrect and
47.9 pixels for wrong answers.

We also observe that participants performed muctietbdor

dynamic thumbnails — with the total number of 6%mg answers
for static versus 47 for dynamic thumbnails. Faatist ones,
people hardly made any mistake for sizes largen 8@ pixels.
For dynamic ones, almost all answers for sizeselatban 60
pixels are correct. Despite the larger amount cftakies at lower
pixel sizes, the results reveal a relatively higimber of correct
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Figure 5. Results for experiment B: Thumbnail Size

Influence. Human performance when assessing the relevance

of video retrieval results on a mobile phone, usiagdom
thumbnail sizes for static (top) and dynamic thuailsn
(bottom). Note the overall decrease in number odrerwhen
assessing dynamic thumbnails.

answers at low sizes. Particular noteworthy ishigh number of
correct decisions with dynamic thumbnails, were 4bd%oall

decisions have been made at the smallest thumimdtih of 30
pixels. What is more, 87% of those decisions haenbcorrect.
This result is especially surprising with respectorralbaet al’s

findings for 32x32 sized images [5], because thueiibrextracted
from videos are often of lower quality than indivally created
images and have a smaller height than width becafistne
video's aspect ratio.

Experiment B: Thumbnail Size Influence. Figure 5 illustrates
the outcome of experiment B where thumbnail sizeeevused in
random order. Results are plotted by the accurndildteal
number of correct versus wrong answers for eactesass
thumbnail size and type (static and dynamic).

Decisions made based on dynamic thumbnails cleargerform
the ones made with static ones of similar sizesaddition, for
dynamic thumbnails human performance does not dseréor
smaller sizes. The results of experiment A showt tthe
participants made almost no mistakes for sizes0sfZD pixels
for static thumbnails and 70-120 pixels for dynammes (cf. Fig.
4). Hence, we can assume that the amount of emade at these
sizes is a good indication for general human pevéorce on the
given data set. For static thumbnails, 25% of teeigsions made
at sizes 90-120 have been wrong. For dynamic 8% of the
decisions made at sizes 70-120 have been wrongo(B#4 sizes
90-120). Comparing these values with the errorsearatdiower
thumbnail sizes (where we can assume that the hs=e an
influence on human performance, cf. exp. A) showkarger

increase in errors for static thumbnails from 25.@944.2% for
sizes 30-80. In contrast to this, we see almostlifference for
dynamic ones where error increases only from 8 &%0t5% for
sizes 30-60 (and from 8.4% to 9.9% for sizes 30-80)

Hence, these results confirm our findings from expent A that
sizes for static thumbnails should be at least @6l or higher
for a good recognition performance on a mobileadidition, we
observe again a very good performance at much ensiites if
dynamic thumbnails are used, with indications far gptimum
thumbnail size being at least 70 pixels, but a sirgly high
performance already at thumbnail widths as lowGpigels.

2.3 Task-Dependent Performance

Our experiments reveal an obvious advantage of Mimaver
static thumbnails because they enabled participantschieve a
better verification performance at lower thumbrsiges. In order
to further investigate these observations, we etatlithe results
according to different video retrieval tasks, iwerification of
objects/subjects versus scenes/events (cf. theiplésa of the
data set in 2.1). Intuitively, we would assume tlignamic
thumbnails perform better on scene/event verifizatitasks
because they preserve the dynamic nature of thpectge
information. Static ones might be better for obmdbject
verification because dynamic thumbnails can alstuite several
frames where the object/subject is not clearlyblésiand thus
introduce noise and create distraction.

Figure 6 illustrates the results framperiment A (cf. Fig. 4) split
into object/subject tasks (left) versus scene/etasks (right) for
static (top row) and dynamic thumbnails (bottom Yyo®ach of
the four diagrams is based on 144 samples. Talsl@rimarizes
the average thumbnail sizes at which a decision made.The
data confirms the general trends identified befmrealso reveals
important differences between the two task types. éxample,
Table 1 confirms the trend that people prefer lasiges for static
thumbnails compared to dynamic ones for both taBksre is no
notable difference in thumbnail sizes between obraed wrong
decisions except for scene/event tasks with stdtionbnails
where many decisions made at smaller thumbnais izee been
wrong (average thumbnail size 71 for correct veBugor wrong
decisions) thus confirming our intuitive assumptibat dynamic
thumbnails are better for these kind of tasks. H@wedecisions
made at static thumbnail sizes larger than 90 pikaelve mostly
been correct (cf. Fig. 6) indicating that even doene/event tasks
humans are able to make reliable decisions basedstatic
thumbnails if they are large enough. For dynamigntbnails,
almost no mistakes were made for sizes larger TiBapixels thus
confirming the previously identified thresholds fail four
thumbnail/task combinations.

Considering the absolute number of mistakes, ppatits made
far less errors with dynamic thumbnails independsriask and
thumbnail type. Comparing the number of mistakeslanaith
dynamic thumbnails for object/subject versus seawesit tasks
(26 vs. 14 mistakes) confirms our previously mamid intuition
that dynamic thumbnails could introduce noise tt@nplicates
the decision process. However, the assumption #iatic
thumbnails might therefore be better for objecttscéasks was
not confirmed since the number of errors on thepzamable data
set was much higher (39 vs. 26). Although the thifiee in
performance between object/subject tasks and sard/tasks is
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Figure 6. Resultsfor experiment A split into object/subject- (left) versus scenefeéuelated tasks (right).

rather low (39 vs. 33), the high peak at the srattleumbnail size
for object/subject tasks does not appear for segnst tasks (cf.
top diagrams in Fig. 6), thus confirming our inittet assumption
that dynamic thumbnails perform better for theggetyf tasks.
However, for larger static thumbnail sizes humarfgsmance is
good even for scene/event tasks, as already irdicdiove.

Comparing the results akperiment B with respect to different
task types did not reveal any notable differencegared to the
observations based on the general data illustiatBdyure 5.

3. CONCLUSION

In this paper, we quantified the usage of statid aynamic
thumbnails for interactive video retrieval on a theld device.
Contrary to widespread believe that screens of heldddevices
are unsuited for visualizing multiple (small) thumatis
simultaneously, our results suggest that usersgaie able to
handle and assess multiple thumbnails, especidignwthey are
showing moving images. This result suggests promisivenues
for future research with respect to the designiatetaction with
advanced video retrieval interfaces on mobile deidlthough
the limited screen estate of handheld devices alldov less
advanced video retrieval interfaces than those comifor the
desktop, they can be still much more complex tha would
assume, especially when they rely on moving imaghksrefore,
when designing mobile video retrieval interfaces rmeommend
keep moving!

Table 1. Average thumbnail sizes (width in pixels)

OBJECT/SUBJECT TASK SCENE/EVENT TASKS

ALL CORRECT WRONG ALL CORRECT WRONG
STATIC 62 63 60 67 71 50
DYNAMIC | 47 46 49 49 49 46
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