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Most popular plot in computer vision
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What is zero-shot learning?
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Test	
	

Train	
	

Data:		

Objec*ve:		

Lampert	et	al.,	CVPR09/PAMI13	



We have labeled data, why bother?
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Imagenet: ~15,000,000 images 
Open Images: ~9,000,000 images 

Places: ~2,500,000 images 

An image
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Classifica6on
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Person, dog, bicyle, bag apple 

Segmenta6on
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Cap6oning
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“There are two dogs outside looking at each other.” 
“Two dogs interacting at an open air produce market.” 
“A woman with a dog on a leash walks by a smaller dog.” 
“A couple of dogs greeting each other on a sidewalk.” 
… 
 
Hundreds more of possible sentences → IMPRACTICAL 
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Annota6on vs complexity


Imagenet+Open	Images+MS	COCO	

Complexity	



Why zero-shot learning?


The	more	complex	tasks	we	target,		
the	fewer	annota*ons	we	have,		
the	more	relevant	zero	shot	learning	is.	

“Man	in	blue	jacket	stealing	sports	bike	with	crowbar”	

Why zero-shot learning?


Privacy-sensi*ve	recogni*on	problems	
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Why zero-shot learning?


When	learning	and	inference	need	to	be	efficient	
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What is this tutorial about?
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Test	
	

Train	
	

Data:		

Objec*ve:		

Lampert	et	al.,	CVPR09/PAMI13	

Knowledge	transfer	



Today’s outline


1.  Knowledge	transfer	
2.  Classifica*on	
3.  Localiza*on	

	Break		

4.  Retrieval	
5.  Interac*on		
6.  Conclusion	and	Discussion	
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Knowledge	Transfer

Zero-Shot	Learning
for	Vision	and	Multimedia

1



What	is	this	tutorial	about?
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TestTrain

Data:	

Objective:	

Lampert	et	al.,	CVPR09/PAMI13

Knowledge	transfer
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Unsupervised	learning
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Transfer	Learning

+
Pre-trained	classifier

(on	different	dataset)



Transfer	Learning:	Fine-tuning
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Search	Engine	Transfer

+
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Active	Learning

+
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Zero-Shot	Knowledge	Transfer

+
Class	Description

+
Background	Knowledge

Background	knowledge

1. Some	visual	knowledge
2. Mapping	between	class	

description	and	visual	
knowledge



Attribute	Based	Knowledge	Transfer
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Attributes

Class	definitions	using	a	small	set	of	semantic	attributes

Extension	of	standard	multi-class	annotation
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Example:	Animals	with	Attributes
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Otter
black yes
white no
brown yes
stripes no
water yes
eat	fish yes

Polar	Bear
black no
white yes
brown no
stripes no
water yes
eat	fish yes

Zebra
black yes
white yes
brown no
stripes yes
water no
eat	fish no

Example:	CUB	Birds
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Right	wing	
not	visible

Right	eye	
not	visible



Attributes

Class	definitions	using	a	small	set	of	semantic	attributes

Attributes
• No	formal	definition
• Property	of	object
• Nameable	(e.g.,	color,	body	part,	habitat	of	animal)
• Not	necessarily	direct	visual	meaning	(like	habitat)
• Semantic	(i.e.,	humans	could	assign	meaning)
• Class	discriminative,	but	not	class	specific
• Automatically	visually	detectable
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Quiz:	What	are	good	attributes?

1. is	grey?
2. is	made	of	atoms?
3. lives	in	Amsterdam?
4. is	sunny?
5. eat	fish?
6. has	a	SIFT	descriptor	with	empty	bin	3?	
7. has	4	wheels?
8. is	the	only	animal	with	yyy

15



Attribute	based	transfer

Class	definitions	using	a	small	set	of	semantic	attributes

Disjoint	train	and	test	set,	but	common	set	of	attributes
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Class2Attributes	mapping
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Zebra
Giant	Panda

Deer
Bobcat

Pig
Lion

Mouse
Polar	Bear

Collie
Walrus

Raccoon
Cow
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Class2Attributes:	How	to	obtain
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Manually	defined,	by
• Experts
• Laymen

Obtained	from	knowledge	sources
• Wikipedia
• Specific	websites	(eg birdbook)

Obtained	from	general	sources
• Google	search
• Flickr	tags

Limitations	of	attributes

1. How	to	define	the	
attributes	of	a	chair?

2. Unnatural	distinction
classes of	interest
attributes	for	recognition

3. Only	multi-class

19



Term	based	Knowledge	Transfer

20

Terms

Terms:	What

Terms:	any	visual	concept,	label,	attribute,	or	class.

21

Attributes

Classes

Text

Labels



Term	based	transfer

Represent	image	with	set	of	visual	classifiers	scores	
Re-use	existing	annotation	efforts

Relate	this	set	of	terms	to	new	concepts/classes

22

Relate	terms	using	co-occurrences

I’m	looking	for	a	concept,	in	a	picture	with	terms:

1. Indoor
2. Living	room
3. Table
4. Chair
5. …

23Mensink	CVPR’14
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Hierarchical	Relations

Word2Vec

25Mikolov ICLR’13



Article	Based	Knowledge	Transfer

Use	term	scores	as	image-BoW

Compute	distance	between
article-BoW and	image-BoW
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Increasing	expressive	power	of	terms

27



Which	terms	to	use?

Long	tail	image	distribution

28

Which	terms	to	use?

Annotation	mismatch
User	annotates	not	for	training	computer	vision
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Images with user tags

Leverage user tags available on or other sources:

Tags
wow

San Fransisco

Golden Gate Bridge

SBP2005

top-f50

fog

SF Chronicle 96 hours

Matthieu Guillaumin, PhD defense 3/55



Which	terms	to	use?

Combination	semantics

30
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Harvesting Social Images for Bi-Concept Search
Xirong Li, Cees G. M. Snoek, Senior Member, IEEE, Marcel Worring, Member, IEEE, and

Arnold W. M. Smeulders, Member, IEEE

Abstract—Searching for the co-occurrence of two visual con-
cepts in unlabeled images is an important step towards answering
complex user queries. Traditional visual search methods use com-
binations of the confidence scores of individual concept detectors
to tackle such queries. In this paper we introduce the notion of
bi-concepts, a new concept-based retrieval method that is directly
learned from social-tagged images. As the number of potential
bi-concepts is gigantic, manually collecting training examples
is infeasible. Instead, we propose a multimedia framework to
collect de-noised positive as well as informative negative training
examples from the social web, to learn bi-concept detectors from
these examples, and to apply them in a search engine for retrieving
bi-concepts in unlabeled images. We study the behavior of our
bi-concept search engine using 1.2 M social-tagged images as a
data source. Our experiments indicate that harvesting examples
for bi-concepts differs from traditional single-concept methods,
yet the examples can be collected with high accuracy using a
multi-modal approach. We find that directly learning bi-concepts
is better than oracle linear fusion of single-concept detectors, with
a relative improvement of 100%. This study reveals the potential
of learning high-order semantics from social images, for free,
suggesting promising new lines of research.

Index Terms—Bi-concept, semantic index, visual search.

I. INTRODUCTION

S EARCHING pictures on smart phones, PCs, and the
Internet for specific visual concepts, such as objects and

scenes, is of great importance for users with all sorts of infor-
mation needs. As the number of images is growing so rapidly,
full manual annotation is unfeasible. Therefore, automatically
determining the occurrence of visual concepts in the visual
content is crucial. Compared to low-level visual features such
as color and local descriptors used in traditional content-based
image retrieval, the concepts provide direct access to the se-
mantics of the visual content. Thanks to continuous progress
in generic visual concept detection [1]–[4], followed by novel
exploitation of the individual detection results [5]–[8], an
effective approach to unlabeled image search is dawning.

Manuscript received June 28, 2011; revised November 26, 2011; accepted
March 14, 2012. Date of publication April 03, 2012; date of current version
July 13, 2012. This work was supported in part by the Dutch national program
COMMIT and in part by the STW SEARCHER project. The associate editor
coordinating the review of this manuscript and approving it for publication was
Dr. Samson Cheung.
X. Li is with the MOE Key Laboratory of Data Engineering and Knowl-

edge Engineering, School of Information, Renmin University of China, Beijing,
China (e-mail: xirong.li@gmail.com).
C. G. M. Snoek, M.Worring, and A.W.M. Smeulders are with the Intelligent

Systems Lab Amsterdam, University of Amsterdam, 1098 XH Amsterdam, The
Netherlands.
Color versions of one or more of the figures in this paper are available online

at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TMM.2012.2191943

Fig. 1. Searching for two visual concepts co-occurring in unlabeled images. A
(green) tick indicates a positive result. Given two single concept detectors with
reasonable accuracy, a combination using their individual confidence scores
yields a bad retrieval result (c). We propose to answer the complex query
using a bi-concept detector optimized in terms of mutual training examples
(d). (a) Searching for “car” by a “car” detector. (b) Searching for “horse” by
a “horse” detector. (c) Searching for “car horse” by combining the results
of (a) and (b). (d) Searching for “car horse” using the proposed bi-concept
search engine.

In reality, however, a user’s query is often more complex
than a single concept can represent [9]. For instance consider
the query: “an image showing a horse next to a car”. To an-
swer this query, one might expect to employ a “car” detector
and a “horse” detector, and combine their predictions, which
is indeed the mainstream approach in the literature [6]–[8],
[10]–[12]. But is this approach effective? We observe that the
single concept detectors are trained on typical examples of
the corresponding concept, e.g., cars on a street for the “car”
detector, and horses on grass for the “horse” detector. We
hypothesize that images with horses and cars co-occurring also
have a characteristic visual appearance, while the individual
concepts might not be present in their common form. Hence,
combining two reasonably accurate single concept detectors
is mostly ineffective for finding images with both concepts
visible, as illustrated in Fig. 1.
Ideally, we treat the combination of the concepts as a new

concept, which we term bi-concept. To be precise, we define

1520-9210/$31.00 © 2012 IEEE
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Which	terms	to	use?

Visual		coherence	of	concepts

31



Term	composition	trick

Expanding	the	terms	by	
logical	operations

Habibian et	al.	ICMR	2014
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Term	composition:	motivation

Expanding	the	vocabulary	for	free

Composite	terms	can	be	easier	to	detect
•boat-AND-sea
•bear-AND-cage
•man-OR-woman

Composite	concepts	can	be	more	meaningful
•bike-AND-ride	for	attempting	a	bike	trick

Habibian et	al.	ICMR	2014
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Term	Embedding
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Term	Embedding

Not	necessary	semantic	meaning	per	detector
Still	able	to	transfer	visual	meaning	for	zero-shot
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Wrap	up

36

37

TestTrain

Knowledge	transfer

Relations	between	visual	concepts:
Attributes,	hierarchical	relation
Co-occurences,	Word2Vec

Expressive	power:	combinations	of	terms	and	concepts



Zero-Shot	Classification

Zero-Shot	Learning
for	Vision	and	Multimedia

1

Supervised	Learning

2

Test
Train Train

Test

Images:	

Classifier:	



Zero-shot	Classification

3

TestTrain

Images:	

Classifier:	

Lampert	et	al.,	CVPR09/PAMI13

Attribute	Based	Classification

4



Attribute	Based	Classification

5

TestTrain

Images:	

Lampert	et	al.,	CVPR09/PAMI13

Classifier:	

Attribute	Based	Classification:	Example

6



Attribute	Based	Classification:	Graphical
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Attribute	Predictors
Trained	on	labeled	data

Class	Prediction
Based	on	prior	knowledge

Class2Attributes	mapping
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Zebra
Giant	Panda

Deer
Bobcat

Pig
Lion

Mouse
Polar	Bear

Collie
Walrus

Raccoon
Cow

Dolphin

bl
ac
k

w
hi
te

bl
ue

br
ow

n
gr
ay

or
an
ge re
d

ye
llo
w

pa
tc
he

s
sp
ot
s

st
ri
pe

s
fu
rr
y

ha
ir
le
ss

to
ug
hs
ki
n

bi
g

sm
al
l

bu
lb
ou

s
le
an

fli
pp

er
s

ha
nd

s
ho

ov
es

pa
ds

pa
w
s

lo
ng
le
g

lo
ng
ne

ck ta
il

ch
ew

te
et
h

m
ea
tt
ee
th

bu
ck
te
et
h

st
ra
in
te
et
h

ho
rn
s

Cl
aw

s
tu
sk
s



Quiz:	How	many	attributes?

In	theory	k	binary	attributes	can	represent
2k classes

In	practice	for	c	classes	we	need
Many	attributes

9

Direct	Attribute	Prediction

10



Goal:	

Optimize	attribute	prediction

Per	attribute,	learn	a	single	classifier	to

maximize	p(am|x)	for	best	AUC/mAP

Direct	Attribute	Prediction	- Training

11

Structured	Attribute	Prediction

Goal:	

Optimize	joint	attribute	prediction

Learn	a	structured	predictor,	with	links	between	
attributes	to	predict	p(a|x)

12



Attribute	Label	Embedding

13
Akata,	CVPR’13/PAMI’15

1

Label-Embedding for Image Classification
Zeynep Akata, Member, IEEE, Florent Perronnin, Member, IEEE, Zaid Harchaoui, Member, IEEE,

and Cordelia Schmid, Fellow, IEEE

Abstract—Attributes act as intermediate representations that enable parameter sharing between classes, a must when training
data is scarce. We propose to view attribute-based image classification as a label-embedding problem: each class is embedded in
the space of attribute vectors. We introduce a function that measures the compatibility between an image and a label embedding.
The parameters of this function are learned on a training set of labeled samples to ensure that, given an image, the correct
classes rank higher than the incorrect ones. Results on the Animals With Attributes and Caltech-UCSD-Birds datasets show that
the proposed framework outperforms the standard Direct Attribute Prediction baseline in a zero-shot learning scenario. Label
embedding enjoys a built-in ability to leverage alternative sources of information instead of or in addition to attributes, such as
e.g. class hierarchies or textual descriptions. Moreover, label embedding encompasses the whole range of learning settings from
zero-shot learning to regular learning with a large number of labeled examples.

Index Terms—Image Classification, Label Embedding, Zero-Shot Learning, Attributes.

F

1 INTRODUCTION

We consider the image classification problem where the
task is to annotate a given image with one (or multiple)
class label(s) describing its visual content. Image classifi-
cation is a prediction task: the goal is to learn from a labeled
training set a function f : X ! Y which maps an input x in
the space of images X to an output y in the space of class
labels Y . In this work, we are especially interested in the
case where classes are related (e.g. they all correspond to
animals), but where we do not have any (positive) labeled
sample for some of the classes. This problem is generally
referred to as zero-shot learning [18], [30], [31], [43]. Given
the impossibility to collect labeled training samples in an
exhaustive manner for all possible visual concepts, zero-
shot learning is a problem of high practical value.

An elegant solution to zero-shot learning, called attribute-
based learning, has recently gained popularity in computer
vision. Attribute-based learning consists in introducing an
intermediate space A referred to as attribute layer [18],
[30]. Attributes correspond to high-level properties of the
objects which are shared across multiple classes, which
can be detected by machines and which can be understood
by humans. Each class can be represented as a vector
of class-attribute associations according to the presence
or absence of each attribute for that class. Such class-

• Z. Akata is currently with the Computer Vision and Multimodal
Computing group of the Max-Planck Institute for Informatics,
Saarbrucken, Germany. The vast majority of this work was done while
Z. Akata was jointly with the Computer Vision group of the Xerox
Research Centre Europe and the LEAR group of INRIA Grenoble
Grenoble Rhône-Alpes.

• F. Perronnin is currently with Facebook AI Research. The vast majority
of this work was done while F. Perronnin was with the Computer
Vision group of the Xerox Research Centre Europe, Meylan, France.

• Z. Harchaoui and C. Schmid are with the LEAR group of INRIA
Grenoble Rhône-Alpes, Montbonnot, France.

Fig. 1. Much work in computer vision has been de-
voted to image embedding (left): how to extract suitable
features from an image. We focus on label embedding
(right): how to embed class labels in a Euclidean
space. We use side information such as attributes for
the label embedding and measure the “compatibility”’
between the embedded inputs and outputs with a
function F .

attribute associations are often binary. As an example, if the
classes correspond to animals, possible attributes include
“has paws”, “has stripes” or “is black”. For the class
“zebra”, the “has paws” entry of the attribute vector is zero
whereas the “has stripes” would be one. The most popular
attribute-based prediction algorithm requires learning one
classifier per attribute. To classify a new image, its attributes
are predicted using the learned classifiers and the attribute
scores are combined into class-level scores. This two-step
strategy is referred to as Direct Attribute Prediction (DAP)
in [30].

DAP suffers from several shortcomings. First, DAP
proceeds in a two-step fashion, learning attribute-specific
classifiers in a first step and combining attribute scores into
class-level scores in a second step. Since attribute classi-
fiers are learned independently of the end-task the overall
strategy of DAP might be optimal at predicting attributes

ALE	Mathematics

Comparison	DAP	and	ALE

14Mathematically	ALE	and	DAP	are	similar



ALE	– Training	

Objective:

15ALE	directly	optimizes	image	classification

ALE	– Generalization

• Non	binary	attributes

• Integrate	other	knowledge	transfer
e.g., based	on	wordnet hierarchy,	word2vec,	wikipedia

• Few-shot	learning:	also	learn	embedding
With	regularization	term:

16



Latent	Attribute	Embedding
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Latent Embeddings for Zero-shot Classification

Yongqin Xian1, Zeynep Akata1, Gaurav Sharma1,2,⇤, Quynh Nguyen3, Matthias Hein3 and Bernt Schiele1

1MPI for Informatics 2IIT Kanpur 3Saarland University

Abstract

We present a novel latent embedding model for learning

a compatibility function between image and class embed-

dings, in the context of zero-shot classification. The pro-

posed method augments the state-of-the-art bilinear com-

patibility model by incorporating latent variables. Instead

of learning a single bilinear map, it learns a collection of

maps with the selection, of which map to use, being a la-

tent variable for the current image-class pair. We train the

model with a ranking based objective function which pe-

nalizes incorrect rankings of the true class for a given im-

age. We empirically demonstrate that our model improves

the state-of-the-art for various class embeddings consis-

tently on three challenging publicly available datasets for

the zero-shot setting. Moreover, our method leads to visu-

ally highly interpretable results with clear clusters of differ-

ent fine-grained object properties that correspond to differ-

ent latent variable maps.

1. Introduction
Zero-shot classification [14, 20, 21, 30, 41] is a challeng-

ing problem. The task is generally set as follows: training
images are provided for certain visual classes and the clas-
sifier is expected to predict the presence or absence of novel
classes at test time. The training and test classes are con-
nected via some auxiliary, non visual source of information
e.g. attributes.

Combining visual information with attributes [7, 8, 11,
17, 20, 28, 27] has also supported fine grained classifica-
tion. In fine grained image collections, images that be-
long to different classes are visually similar to each other,
e.g. different bird species. Image labeling for such collec-
tions is a costly process, as it requires either expert opinion
or a large number of attributes. To overcome this limita-
tion, recent works have explored distributed text represen-
tations [23, 29, 24] which are learned from general (or do-
main specific) text corpora.

⇤Currently with CSE, Indian Institute of Technology Kanpur. Majority
of this work was done at Max Planck Institute for Informatics.

cerulean 
warbler

W3

W2

Label space

pine 
grosbeak

cardinal

W1

Image space

Text space

Figure 1: LatEm learns multiple Wi’s that maximize the
compatibility between the input embedding (image, text
space) and the output embedding (label space) of all train-
ing examples. The different Wi’s may capture different vi-
sual characteristics of objects, i.e. color, beak shape etc. and
allow distribution of the complexity among them, enabling
the model to do better classification.

Substantial progress has been made for image classifica-
tion problem in the zero-shot setting on fine-grained image
collections [2]. This progress can be attributed to (i) strong
deep learning based image features [19, 36] and (ii) learning
a discriminative compatibility function between the struc-
tured image and class embeddings [1, 2, 12, 32]. The focus
of this work is on the latter, i.e. on improving the compat-
ibility learning framework, in particular via unsupervised
auxiliary information.

The main idea of structured embedding frameworks [1,
2, 12, 32] is to first represent both the images and the

classes in some multi-dimensional vector spaces. Image
embeddings are obtained from state-of-the-art image rep-
resentations e.g. those from convolutional neural networks
[19, 36]. Class embeddings can either (i) be obtained using
manually specified side information e.g. attributes [20], or
(ii) extracted automatically [23, 29] from an unlabeled large
text corpora. A discriminative bilinear compatibility func-
tion is then learned that pulls images from the same class
close to each other and pushes images from different classes
away from each other. Once learned, such a compatibility

1

Class	Based	Zero-Shot	Classification

18



Motivation

• 14M	images	- 22K	categories

• Why	train	your	classifier	anyway?

19

Picture	credit:	Christoph	Lampert

ImageNet	limitation:	only	object	classes

What	objects	tell	about…

20



What	objects	tell	about…

21

Class	Based	Classification

22

Predict	ImageNet	classes Class	Prediction



Weighted	Convex	Classifier

Goal: Estimate	classifier								for	unseen	class

Zero-shot	classifier:

where									is	similarity	between	classes;	and

where	ak is	a	weighing	term	for	each	known	class

23

Three	similarties

1. Indirect	Attribute	Prediction

2. Using	co-occurrence	statistics

3. Using	Word2Vec	embeddings

24

COSTA: Co-Occurrence Statistics for Zero-Shot Classification

Thomas Mensink Efstratios Gavves Cees G.M. Snoek
ISLA, Informatics Institute, University of Amsterdam

Abstract

In this paper we aim for zero-shot classification, that
is visual recognition of an unseen class by using knowl-
edge transfer from known classes. Our main contribution
is COSTA, which exploits co-occurrences of visual concepts
in images for knowledge transfer. These inter-dependencies
arise naturally between concepts, and are easy to obtain
from existing annotations or web-search hit counts. We esti-
mate a classifier for a new label, as a weighted combination
of related classes, using the co-occurrences to define the
weight. We propose various metrics to leverage these co-
occurrences, and a regression model for learning a weight
for each related class. We also show that our zero-shot
classifiers can serve as priors for few-shot learning. Exper-
iments on three multi-labeled datasets reveal that our pro-
posed zero-shot methods, are approaching and occasionally
outperforming fully supervised SVMs. We conclude that co-
occurrence statistics suffice for zero-shot classification.

1. Introduction
Zero-shot classification aims to reveal the relevant class

of an image, in the case where no visual examples of that
class are provided during training [12, 16, 20]. In the ab-
sence of direct annotated data, visual classes should be de-
scribed and classified indirectly. This indirect classification
usually takes place in two stages. First, the visual appear-
ance of object classes is described using semantic proper-
ties, such as attributes [12, 28] or class hierarchies [16, 20].
Second, a transfer scheme has to be provided at test time for
the new (unseen) class, e.g., an attributes-to-class mapping,
or its position in the hierarchy.

In this paper we introduce COSTA, using the co-
occurrence statistics of visual concepts for transfer learning.
First, we use a set of known labels as knowledge data, with-
out requiring attribute annotation or a specific hierarchy.
Second, our transfer scheme relies on co-occurrence statis-
tics between the new class and the known labels. These are
easy to obtain, e.g., by active learning, web engines or user-
provided image tags. Our approach is illustrated in Figure 1.

COSTA leverages, by design, the bias of natural co-

Figure 1. Illustration of COSTA, the classifier for an unseen label
is estimated using a weighted combination of existing classifiers
and their co-occurrence statistics.

occurrences of visual concepts. These emerge naturally in
complex images, when multiple concepts appear together
in images. The underlying hypothesis is that concept-to-
concept inter-dependencies reveal a significant part of the
latent image semantics. This bears three important advan-
tages as compared to attribute-based classification [12].

First, many concepts can be described as an open set
of concept-to-concept inter-dependencies. For example a
chair is probably better described by contextual cues that
are easier to recognize, such as indoors, table or desk, rather
than by its composing parts that we may not even be able to
define [7, 14]. This contrasts to the restricting assumption
of attribute-based classifiers where a class is a closed set of
object specific semantic attributes.

Second, the mapping between unknown concepts and the
known labels requires only computing their respective co-
occurrences. Hence, we avoid the high-level mappings from

1

Zero-Shot Learning by Convex Combination of

Semantic Embeddings

Mohammad Norouzi

⇤
, Tomas Mikolov, Samy Bengio, Yoram Singer,

Jonathon Shlens, Andrea Frome, Greg S. Corrado, Jeffrey Dean

norouzi@cs.toronto.edu, {tmikolov, bengio, singer}@google.com
{shlens, afrome, gcorrado, jeff}@google.com

⇤University of Toronto Google, Inc.
ON, Canada Mountain View, CA, USA

Abstract

Several recent publications have proposed methods for mapping images into con-
tinuous semantic embedding spaces. In some cases the embedding space is trained
jointly with the image transformation. In other cases the semantic embedding
space is established by an independent natural language processing task, and then
the image transformation into that space is learned in a second stage. Proponents
of these image embedding systems have stressed their advantages over the tradi-
tional n-way classification framing of image understanding, particularly in terms
of the promise for zero-shot learning – the ability to correctly annotate images of
previously unseen object categories. In this paper, we propose a simple method
for constructing an image embedding system from any existing n-way image clas-
sifier and a semantic word embedding model, which contains the n class labels in
its vocabulary. Our method maps images into the semantic embedding space via
convex combination of the class label embedding vectors, and requires no addi-
tional training. We show that this simple and direct method confers many of the
advantages associated with more complex image embedding schemes, and indeed
outperforms state of the art methods on the ImageNet zero-shot learning task.

1 Introduction

The classic machine learning approach to object recognition presupposes the existence of a large la-

beled training dataset to optimize the free parameters of an image classifier. There have been contin-
ued efforts in collecting larger image corpora with a broader coverage of object categories (e.g., [3]),
thereby enabling image classification with many classes. While annotating more object categories
in images can lead to a finer granularity of image classification, creating high quality fine grained
image annotations is challenging, expensive, and time consuming. Moreover, as new visual entities
emerge over time, the annotations should be revised, and the classifiers should be re-trained.

Motivated by the challenges facing standard machine learning framework for n-way classification,
especially when n (the number of class labels) is large, several recent papers have proposed meth-
ods for mapping images into semantic embedding spaces [14, 4, 9, 6, 18, 19]. In doing so, it is
hoped that by resorting to nearest neighbor search in the embedding space with respect to a set of
label embedding vectors, one can address zero-shot learning – annotation of images with new la-
bels corresponding to previously unseen object categories. While the common practice for image
embedding is to learn a regression model from images into a semantic embedding space, it has been
unclear whether there exists a more direct way to transform any probabilistic n-way classifier into

⇤Part of this work was done while Mohammad Norouzi was at Google.
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Word2Vec:	from	objects	to	scenes

25

! " = argmax
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	 , Scene	classes:	2 ∈ 8

Object	classes:	. ∈ 9
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Knowledge	sources

SUN	Attributes	717	scene	classes

Places2	401	scene	classes

ImageNet	15,293	object	categories

YFCC100M	100	million	Flickr	images	with	titles,	descriptions	and	tags



Not	all	15K	classes	are	relevant

Semantic	relevance

27

Movie	theater	indoor

For	all	scenes	. ∈ 9,	select	the	semantically	closest	objects

9) = . ∈ 9	|	0 ., 2 	> 		 AB

Not	all	15K	classes	are	relevant

Appearance	relevance

28

For	each	image	",	select	the	objects	with	highest	appearance	likelihood

9C = . ∈ 9	|	- ", . 	> 		 AD
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Appearance	and	Semantic	Pooling

29

Number	of	top	sampled	objects	Semantic	and	Appearence	pooling

S

A

S

A

Appearance	Pooling	top	100	
objects	is	best

ImageNet	Objects	for	Video	Actions
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Object	and	Action	descriptions

Object and	action	are	described	by	a	few	words:
Objects:	car,	elevator	car

Definition:	where	passengers	ride	up	and	down

Actions:	Blow	Dry	Hair,	Handstand	Pushups,	Ice	Dancing

31

“horse,	equus	caballus” “horse	riding”

Word2Vec	model	learned	on	metadata	from	100M	Flickr	images

Word	vectors

Aggregating	Word	Vectors

GMM	learned	on	object	word	vectors

Fisher	word	vectors	(FWV)

Averaging

Average	word	vectors	(AWV)

Aggregating	word	vectors



Fisher	Word	Vectors
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Figure 3. Impact of video Tv and action Tz sparsity parameters, individually (left) and when combined (right) on UCF101 dataset.

4.1. Prior knowledge and Datasets

Our method is based on freely available resources which
we use as prior knowledge for zero-shot action recognition.
For the four action classification datasets datasets used we
only use the test set.

Prior knowledge We use two types of prior knowl-
edge. First, we use deep convolutional neural network
trained from ImageNet images with objects [18] as visual
representation. Second, for the semantic embedding we
train the skip-gram model of word2vec on the metadata (ti-
tle, descriptions, and tags) of the YFCC100M dataset [44],
this dataset contains about 100M Flickr images. Prelimi-
nary experiments showed that using visual metadata results
in better performance than training on Wikipedia or Google-
News data. We attribute this to the more visual descriptions
used in the YFC100M dataset, yielding a semantic embed-
ding representing visual language and relations.

UCF101 [42] This dataset contains 13,320 videos of
101 action classes. It has realistic action videos collected
from YouTube and has large variations in camera motion,
object appearance/scale, viewpoint, cluttered background,
illumination conditions, etc. Evaluation is measured using
average class accuracy, over the three provided test-splits
with around 3,500 videos each.

THUMOS14 [16] This dataset has the same 101 ac-
tion classes as in UCF101, but the videos are have a longer
duration and are temporally unconstrained. We evaluate on
the testset containing 1,574 videos, using mean average pre-
cision (mAP) as evaluation measure.

HMDB51 [19] This dataset contains 51 action classes
and 6,766 video clips extracted from various sources, rang-
ing from YouTube to movies, and hence this dataset con-
tains realistic actions. Evaluation is measured using average
class accuracy, over the three provided test-splits with each
30 videos per class (1,530 videos per split).

UCF Sports [35] This dataset contains 150 videos of

Embedding Sparsity Best Accuracy at
accuracy Tz=10, Tv=100

Video 18.0% 17.5%
AWV Action 22.7% 21.9%

Combine 22.7% 21.6%
Video 29.1% 29.0%

FWV Action 30.8% 30.3%
Combine 30.8% 30.3%

Table 1. Evaluating AWV and FWV for object to class affinity, and
comparing action and video sparsity on UCF101 dataset.

10 action classes. The videos are from sports broadcasts
capturing sport actions in dynamic and cluttered environ-
ments. Bounding box annotations are provided and this
dataset is often used for spatio-temporal action localization.
For evaluation we use the test split provided by [21] and
performance is measured by average class accuracy.

4.2. Properties of Objects2action
Semantic embedding We compare the AWV with the

FWV as semantic embedding. For the FWV, we did a run of
preliminary experiments to find suitable parameters for the
number of components (varying k = {1, 2, 4, 8, 16, 32}),
the partial derivatives used (weight, mean, and/or variance)
and whether to use PCA or not. We found them all to per-
form rather similar in terms of classification accuracy. Con-
sidering a label has only a few words (1 to 4), we therefore
fix k = 2, apply PCA to reduce dimensionality by a factor
of 2, and to use only the partial derivatives w.r.t. the mean
(conforming the results in [4]). Hence, the total dimen-
sionality of FWV is d, equivalent to the dimensionality of
AWV, which allows for a fair comparison. The two embed-
dings are compared in Table 1 and Figure 3 (left), and FWV
clearly outperforms AWV in all the cases.

Sparsity parameters In Figure 3, we evaluate the ac-
tion sparsity and video sparsity parameters. The left plot
shows average accuracy versus Tz and Tv . It is evident that

Fun:	Emoji2video

34

ImageNet object	classifiers	to	emoji's	in	videos



Transductive View

35

Zero-shot:	beat	the	shifts

Semantic	shift:	

Transfer	from	known	classes	to	unknown	classes

Domain	shift:	

Agnostic:	train	and	test	are	both	assumed

36

Assumption:	
attributes	and	images	are	iid over	test	and	train	set	



Domain	shifts
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  The same ‘hasTail’ attribute
different visual appearance

(a) visual space (c) multi-view embedding space

Pig

Prototype

 

Pig

(b) attribute space

Prototype

Prototype

Zebra

 
 

Figure 1. An illustration of the projection domain shift
problem. Zero-shot prototypes are shown as red stars
and predicted semantic attribute projections (defined in
Sec. 3.2) shown in blue.

space representation of the image feature projections and
class prototypes (85D binary attribute vectors). A large
discrepancy can be seen between the Pig prototype in
the semantic attribute space and the projections of its
class member instances, but not for the auxiliary Zebra
class. This discrepancy is caused when the projections
learned from the 40 auxiliary classes are applied directly
to project the Pig instances – what ‘hasTail’ (as well
as the other 84 attributes) visually means is different
now. Such a discrepancy will inherently degrade the
effectiveness of zero-shot recognition of the Pig class
because the target class instances are classified according
to their similarities/distances to those prototypes. To our
knowledge, this problem has neither been identified nor
addressed in the zero-shot learning literature.

The second problem is the prototype sparsity prob-
lem: for each target class, we only have a single pro-
totype which is insufficient to fully represent what that
class looks like. As shown in Figs. 6(b) and (c), there
often exist large intra-class variations and inter-class
similarities. Consequently, even if the single prototype
is centred among its class instances in the semantic rep-
resentation space, existing zero-shot classifiers will still
struggle to assign correct class labels – one prototype per
class is not enough to represent the intra-class variability
or help disambiguate class overlap [39].

In addition to these two problems, conventional ap-
proaches to zero-shot learning are also limited in exploit-
ing multiple intermediate semantic representations.
Each representation (or semantic ‘view’) may contain
complementary information – useful for distinguishing
different classes in different ways. While both visual
attributes [27], [9], [31], [15] and linguistic semantic
representations such as word vectors [32], [11], [44] have
been independently exploited successfully, it remains
unattempted and non-trivial to synergistically exploit
multiple semantic views. This is because they are often
of very different dimensions and types and each suffers
from different domain shift effects discussed above.

In this paper, we propose to solve the projection
domain shift problem using transductive multi-view

embedding. The transductive setting means using the
unlabelled test data to improve generalisation accuracy.
In our framework, each unlabelled target class instance is
represented by multiple views: its low-level feature view
and its (biased) projections in multiple semantic spaces
(visual attribute space and word space in this work).
To rectify the projection domain shift between auxiliary
and target datasets, we introduce a multi-view semantic
space alignment process to correlate different semantic
views and the low-level feature view by projecting them
onto a common latent embedding space learned using
multi-view Canonical Correlation Analysis (CCA) [17].
The intuition is that when the biased target data projec-
tions (semantic representations) are correlated/aligned
with their (unbiased) low-level feature representations,
the bias/projection domain shift is alleviated. The effects
of this process on projection domain shift are illustrated
by Fig. 1(c), where after alignment, the target Pig class
prototype is much closer to its member points in this
embedding space. Furthermore, after exploiting the com-
plementarity of different low-level feature and semantic
views synergistically in the common embedding space,
different target classes become more compact and more
separable (see Fig. 6(d) for an example), making the
subsequent zero-shot recognition a much easier task.

Even with the proposed transductive multi-view em-
bedding framework, the prototype sparsity problem re-
mains – instead of one prototype per class, a handful
are now available depending on how many views are
embedded, which are still sparse. Our solution is to pose
this as a semi-supervised learning [57] problem: proto-
types in each view are treated as labelled ‘instances’,
and we exploit the manifold structure of the unlabelled
data distribution in each view in the embedding space
via label propagation on a graph. To this end, we intro-
duce a novel transductive multi-view hypergraph label
propagation (TMV-HLP) algorithm for recognition. The
core in our TMV-HLP algorithm is a new distributed
representation of graph structure termed heterogeneous
hypergraph which allows us to exploit the complemen-
tarity of different semantic and low-level feature views,
as well as the manifold structure of the target data to
compensate for the impoverished supervision available
from the sparse prototypes. Zero-shot learning is then
performed by semi-supervised label propagation from
the prototypes to the target data points within and across
the graphs. The whole framework is illustrated in Fig. 2.

By combining our transductive embedding framework
and the TMV-HLP zero-shot recognition algorithm, our
approach generalises seamlessly when none (zero-shot),
or few (N-shot) samples of the target classes are avail-
able. Uniquely it can also synergistically exploit zero
+ N-shot (i.e., both prototypes and labelled samples)
learning. Furthermore, the proposed method enables a
number of novel cross-view annotation tasks including
zero-shot class description and zero prototype learning.
Our contributions Our contributions are as follows: (1)
To our knowledge, this is the first attempt to investi-

Multiview	Transductive Alignment

as
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Multiview	Transductive Alignment

Animals	with	Attributes

Test	set	distribution	differs	from	train	set
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Transductive 49.0 73.5 80.5

Knowing	test	set	is	beneficial	for	classification

Open	World
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Re-cap:	Zero-shot	Classification	Definition

41

TestTrain

Images:	

Classifier:	

Lampert	et	al.,	CVPR09/PAMI13

1. Assumes	you	know the	test	classes
2. Static	train/test	set	assumption

Open	World	Recognition
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One	slide	conclusion
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One	slide	Zero-Shot	Classification

44

Predictors
Trained	on	labeled	data

Class	Prediction
Based	on	prior	knowledge

O
pen	W

orld
Know

n,	U
nknow

n,	and	Evolving	Test	Classes



Today’s	outline

1. Knowledge	transfer

2. Classification

3. Localization

Break	

4. Retrieval

5. Interaction	

6. Conclusion	and	Discussion
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Zero-Shot	Learning
with	Localization

1

Efstratios	Gavves



Traditional	Localization

2

Bicyclist

InferenceTraining

Zero-Shot	Localization
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Why	Zero-Shot	Localization?

4

5

Find	the	object

Mammal

Hairy

Brown

Pointy	ears

Colorful
Wings

Curvy	beak

Gray	eyes



Attributes	belong	to	objects,	not	images

6

Colorful
Wings
Curvy	beak
Gray	eyes

Mammal
Hairy
Brown
Pointy	ears

Even	more	relevant	in	complex	scenes

7

“Orange	shirt”
“Sesame-street”
“Sunglasses”
“White	pants”



Attributes	lost	with	clutter	
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Horns
Brown	color
White	snout

Attributes	lost	with	clutter	
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Horns
Brown	color
White	snout



Attributes	lost	with	clutter	
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Horns
Brown	color
White	snout

Attribute	signal	is	lost	with	clutter

11

Horns
Brown	color
White	snout



What	is	the	spatial	extent	of	attributes?

Visual	details,	e.g.	“floral	patterns”
• Must	be	discriminative
• Must	be	repeatable
• Must	be	salient
• Spatially	specific

Regions
• More	salient
• Attributes do	not	have	to	be

visually	groundable,	e.g.,	“retro”
• But	less	specific

12

At	the	level	of	visual	details

13
[1]	Discovering	Localized	Attributes	for	Fine-Grained	Recognition,	Duan et	al.,	CVPR	2012
[2]	BubbLeNet:	Foveated Imaging	for	Visual	Discovery,	Matzen and	Snavely,	ICCV	2015

Learn	attributes	that	are
• discriminative
• machine-detectable

Also,	semantically	meaningful
• By	design:	human	in	the	loop	[1]
• By	unsupervised	clustering	[2]

Properties
• Spatially	precise
• CNN	too	invariant	(?)

Not	explicitly	for	Zero-Shot



At	the	level	of	visual	details

14
[1]	Discovering	Localized	Attributes	for	Fine-Grained	Recognition,	Duan et	al.,	CVPR	2012

Automatically	detect	discri-
minative attributes
• Solve	CRFs	iteratively
• Random	attribute	initialization

Not	necessarily	“nameable”
• Convert	them	to	nameable
• Human	approves

meaningful	attributes

Specific	attribute	CRF

Set	of	attributes	CRF

Zero-shot	Localization by	Attributes

First	to	do	region-level,	attribute	based	localization	[1]
Extract	regions	localization	(CPMC,	~500)	[2]
Learn	attributes	with	ALE[3]

Efficient	inference	by	codemaps [4]

15

[1]	Attributes	make	sense	on	segmented	objects,	Li	et	al.,	ECCV	2014
[2]	Constrained	Parametric	Min-Cuts	for	Automatic	Object	Segmentation,	Carreira et	al.,	CVPR	2010
[3]	Label-embedding	for	attribute-based	classification,	Akata et	al.,	CVPR	2013
[4]	Codemaps segment,	classify	and	search	objects	locally,	ICCV,	2013

ALE	attributes

Per	region	
maximization~500

CPMC	Regions



Zero-shot	Localization by	Attributes

Zero-Shot	Localization	as	Structured	Prediction
• Regions	are	latent	variables

Evidence	for	accidental	Zero-
Shot	recognition
• Mean	Class	Accuracy	(MCA)

higher	than	MCA	on	well
predicted	segments	(MSO)

• Maybe	segment	wrong	(<50%)
but	descriptive

• Maybe	segment	mostly	on
background

16
[1]	Attributes	make	sense	on	segmented	objects,	Li	et	al.,	ECCV	2014
[2]	Label-embedding	for	attribute-based	classification,	Akata et	al.,	CVPR	2013
[3]	Codemaps segment,	classify	and	search	objects	locally,	ICCV,	2013

Accidental	Zero-Shot	in	action

Zero-shot	Localization by	Attributes

17
[1]	Attributes	make	sense	on	segmented	objects,	Li	et	al.,	ECCV	2014

Image

Text	query

Attribute	"# Attribute	"$ Attribute	"%

Dataset	&'
(# = maxℒ(&/; "#)
($ = maxℒ(&/; "$)
(2 = maxℒ(&/; "2)

Training Zero-Shot	Inference



Zero-shot	Localization by	Attributes

Similar	for	videos	&	actions	[1]
Instead	of	CPMC,	spatiotemporal	action	proposals
Replace	attributes	with	Word2Vec
• Aggregate	Word2Vec	by	Fisher	vectors

18[1]	Objects2action:	Classifying	and	localizing	actions	without	any	video	example,	Jain	et	al.,	ICCV	2015

Localization	as	Retrieval

Goal:	Find	the	target	in	the	image
• ranking	sliding	window	images

Sliding	window	search
• thousands	of	images	generated

Learn	scoring	function	with	two	inputs
• Input	#1:	Query	image
• Input	#2:	Sliding	image
• Output:	Siilarity(Input	#1,	Input	#2)

19

Query



Zero-shot	Localization by	Free	Text

Similar	to	Zero-Shot	Localization	[1]
• #Input	1	is	now	a	text	query

Rank	sliding	images
• Scoring	function	measures

similarity	of	image	to	text	

20[1]	Natural	Language	Object	Retrieval,	Hu	et	al.,	CVPR	2016

Zero-shot	Localization by	Free	Text

Semantic	attributes
• “hat”,	“white”,	…

Spatial	attributes	too
• “right”,	“on	top	of”,	“below”,	…

Global	context

21[1]	Natural	Language	Object	Retrieval,	Hu	et	al.,	CVPR	2016



Going	to	the	next	level

Detection	by	context
Very	large	scale
• Better	transfer	learning

Joint	region- and	detail- level	of	localization

22

?

Conclusion

Attributes	belong	to	objects,	not	images
Zero-Shot	localization	natural	extension
Focus	on	visual	Details	or	Regions
• Each	with	their	merit,	depends	on	application
• Maybe	a	smart	combination?

23



Zero-Shot Learning 
for Retrieval


Cees	Snoek	

1	

What is this tutorial about?


	
	
	
	
	
	

2	

Test	
	

Train	
	

Data:		

Objec6ve:		

Lampert	et	al.,	CVPR09/PAMI13	

Knowledge	transfer	



Today’s outline


1.  Knowledge	transfer	
2.  Classifica6on	
3.  Localiza6on	

	Break		
4.  Retrieval	
5.  Interac6on		
6.  Conclusion	and	Discussion	

3	

Zero-shot classifica?on vs retrieval


Classify	test	videos	by	(predefined)	mutual	rela6onship	
using	class-to-aYribute	mappings	
	
	
	
	
	
	
	
In	retrieval	we	typically	rely	on	a	descrip2on	only	
	
	
	

Lampert	et	al	PAMI	2013,		
and	many	others	
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Related work: Cross-modal retrieval


Given	query	from	modality	A,	retrieve	results	from	
modality	B,	where	A!=	B.	
	
	
	
	
	
	
	
We	focus	today	on	text	to	visual	and	vice	versa	
	
	
	

5	

Text 

Images 

Music 

Videos 

Text 

Images 

Music 

Videos 

. 

. 

. 

Retrieving images from Wikipedia text


6	

Around 850, out of obscurity rose Vijayalaya, made use of an opportunity arising out of a 

conflict between Pandyas and Pallavas, captured Thanjavur and eventually established the 

imperial line of the medieval Cholas. Vijayalaya revived the Chola dynasty and his son Aditya 

I helped establish their independence. He invaded Pallava kingdom in 903  and killed the 

Pallava king Aparajita in battle, ending the Pallava reign. K.A.N. Sastri, ''A History of South 

India'' p 159 The Chola kingdom under Parantaka I expanded to cover the entire Pandya 

country. However towards the end of his reign he suffered several reverses by the 

Rashtrakutas who had extended their territories well into the Chola kingdom… 

Top	5	Retrieved	Images	

Rasiwasia	MM’10	/	Costa	TPAMI’14	



Retrieving book excerpts from movies


7	Zhu	ICCV’15	

Retrieving video events from descrip?ons


8	NIST	TRECVID	Mul6media	Event	Detec6on	Benchmark	



Problem statement


How	to	align	visual	and	textual	representa6ons?	
	
Different	dimensionality,	distribu6ons,	and	meaning	
	

9	

Low-level alignment


Aligns	two	modali6es	directly	at	low-level	features	
Canonical	Correla6on	Analysis,	Cross-Media	hashing,	…	
	
	
	
	
	
	
Not	the	most	effec6ve	space	to	learn	the	correla6ons	
	
	 10	[Li	et	al.,	MM’	03]	[Rasiwasia	et	al.,	MM’10]	[Ballan	et	al.,	ICMR’14]	



How to compute similarity?


11	

Text Space 

Like most of the UK, the Manchester area mobilised 
extensively during World War II. For example, 
casting and machining expertise at Beyer, Peacock 
and Company's locomotive works in Gorton was 
switched to bomb making; Dunlop's rubber works in 
Chorlton-on-Medlock made barrage balloons; 

Image Space 

Martin Luther King's presence in Birmingham was 
not welcomed by all in the black community. A black 
attorney was quoted in ''Time'' magazine as saying, 
"The new administration should have been given a 
chance to confer with the various groups interested 
in change. … 

In 1920, at the age of 20, Coward starred in his own 
play, the light comedy ''I'll Leave It to You''. After a 
tryout in Manchester, it opened in London at the 
New Theatre (renamed the Noël Coward Theatre in 
2006), his first full-length play in the West 
End.Thaxter, John. British Theatre Guide, 2009 
Neville Cardus's praise in ''The Manchester 
Guardian''  

The population of Turkey stood at 71.5 
million with a growth rate of 1.31% per 
annum, based on the 2008 Census. It has 
an average population density of 92 persons 
per km². The proportion of the population 
residing in urban areas is 70.5%. People 
within the 15–64 age group constitute 
66.5% of the total population, the 0–14 age 
group corresponds 26.4% of th 
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In 1920, at the age of 20, 
Coward starred in his own 
play, the light comedy ''I'll 
Leave It to You''. After a tryout 
in Manchester, it opened in 
London at the ? ? 

Slide	credit:	Nikhil	Rasiwasia		

Canonical Correla?on Analysis 


Learn	subspaces	that	maximize	correla6on	between	two	modali6es	
	
	
	
	
	
	
Joint	dimensionality	reduc6on	across	two	(or	more)	spaces	
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Maximally Correlated Sub-spaces U I 
U T 

U I     U T 

U I U T 

Text Space TℜImage Space Iℜ

Empirical covariance for 
images and text, and their 
cross covariance. 

Basis for the maximally correlated space 

tTTtiIIi

tITi

ww wwww
ww

ti ΣΣ

Σ

≠≠
max

0,0

Slide	credit:	Nikhil	Rasiwasia		



Mid-level alignment


Aligns	two	modali6es	at	mid-level	features	
Extracted	by	autoencoders,	topic	models,…	
	
	
	
	
	
Topic	modeling	on	visual	descriptors	not	straighnorward	
Deep	autoencoders	less	suited	for	small	datasets	
	
	 13	[Blei	et	al.,	SIGIR’03]	[Wang	et	al.,	MM’14]	[Feng	et	al.,	MM’14]	…	

Correspondence autoencoder


14	

Essen6ally	an	end-to-end	version	of	CCA	

Feng	MM’14	



Simplified architecture


Networks	coupled	at	code	layer	via	similarity	measure	
	
	
	
	
	
	
	
	
	
	
	
	

15	Feng	MM’14	

Seman?c alignment


Embeds	images	and	texts	into	a	mutual	seman6c	space	
Seman6c	space	is	defined	by	a	vocabulary	of	concepts	
Each	concept	has	a	visual	and	a	textual	classifier	
	

16	[Smith	et	al.,	ICME’03]	[Hauptmann	et	al.,	TMM’07][Rasiwasia	et	al.,	MM’10]		…	



Seman?c alignment via concepts


Design	seman6c	spaces	for	both	modali6es		
			A	space	where	each	dimension	is	a	seman6c	concept.		
			Each	point	on	this	space	is	a	weight	vector	over	these	concepts	
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Text Space 

Image Space 
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Image Classifiers 

Martin Luther King's presence in 
Birmingham was not welcomed 
by all in the black community. A 
black attorney was quoted in 
''Time'' magazine as saying, "The 
new administration 
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Rasiwasia	MM’10	/	Costa	TPAMI’14	

Seman?c alignment via concepts


Represen6ng	image/video	as	histogram	of	concept	scores	
	
	
	
	

	
	
	
New	problem:	define,	annotate	and	train	concept	classifiers	

Classification 

•  Attribute detection 

•  Concept detection 

Local 
descriptors 

•  Visual descriptors 
• SIFT, HOG, GIST, … 

•  Video descriptors 
• MBH, STIP, … 

•  Audio descriptors 
• MFCC, AIM, … 

Feature 
embedding 

•  Bag-of-words 

•  VLAD 

•  Fisher vector 

• Audio-visual BoW 

Deep	convolu6onal	neural	network	



19	

A solu?on: search engine transfer


+	

Discovering concepts from the web


20	

Chen	et	al.	ICMR	2014	
Wu	et	al.	CVPR	2014	



Drawbacks of concept discovery


Representa6on	somewhat	ad	hoc	
	
Many	concepts	are	rare,	insufficient	examples	to	train	
reliable	visual	classifiers	
	
Selec6on	is	based	on	visual	predic6on	accuracy	only,	
descrip6veness	is	ignored	
	
Contextual	informa6on	is	lost,	since	concepts	are	
learned	independently	by	binary	classifiers.	
	

Zero-Shot Learning with Video2vec

Habibian,	TPAMI’17	

22	



	
	
	
	
	
	
Story	usually	highlights	the	key	concepts	in	video	
Videos	and	stories	are	freely	available,	i.e.	YouTube	

Video	

Story	

Seman?c alignment via mul?media embedding


	
	
	
	
Joint	space	where	xi	W	≈	yi	A	
Explicitly	relate	training	W	and	A	from	mul6media	
	
W	=	Iden6ty	matrix	 	individual	term	classifiers		
A	=	Projec6on	matrix 	select/group	terms	
	
	
	

Bike	
Motorcycle	

Stunt	

Embedding	

yi	xi	

W	 A	

	[Rasiwasa	et	al.,	MM	2010]	[Weston	et	al.,	IJCAI	2011]	[Akata	et	al.,	CVPR	2013]	[Das	et	al.,	WSDM	2013]	

Tradi?onal embedding




	
	
	
	
	
	
Design	criteria:	learn	W	and	A	such	that	

Descrip*veness:	preserve	video	descrip6ons	
Predictability:	recognize	terms	from	video	content	

	

Bike	
Motorcycle	

Stunt	

yi	xi	
Embedding	

W	 A	si	

Video2vec: Embed the story of a video


Key observa?on: Compelling forces


Descrip6veness	en	predictability	are	compelling	
	

	
	

	
	
	
	



Why is this important?


Grouping	terms:	
	Number	of	classes	is	reduced	

	
Training	classifiers	per	group:	

	More	posi6ve	examples	available	per	group	

	
	
We	can	train	from	freely	available	web	data	
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Key contribu?on: Joint op?miza?on


Jointly	op6mize	for	descrip6veness	and	predictability	
	
	
	

Hyperparameter:	size	of	the	embedding	S	
			Ld	Loss	func6on	for	descrip6veness	
			Lp	Loss	func6on	for	predictability	
	
Video2vec	connects	the	two	loss	func6ons	
	

Figure 2: Dataflow for learning the VideoStory and
using it for event recognition and translation.

2. VIDEOSTORY FRAMEWORK
Our VideoStory framework contains three major parts,

schematically illustrated in Figure 2.

1. The VideoStory training, where we learn our multime-
dia embedding from a dataset consisting of videos with
descriptions. This training outputs two projection ma-
trices: a visual projection matrix W , and a textual
projection matrix A. The VideoStory representation
S is computed from the visual projection matrix W

and low-level video features.

2. The event classifier training, where we use o↵-the-shelf
SVMs to train classifiers on a dataset consisting of
videos with a few event labels. The videos are encoded
with our VideoStory representation.

3. The recognition and translation stage, where we eval-
uate the event classifiers, and use the semantics of our
representation to describe videos.

In this section we introduce the VideoStory embedding, its
design principles and how it is obtained by learning.

2.1 Objective Function
Using the notation summarized in Table 1, we will de-

scribe the objective function we minimize to obtain the Video-
Story representation. To learn the embedding we use a
dataset of videos, represented by low-level video features
X, and their descriptions, represented by binary term vec-
tors Y , indicating which terms are present in each video
description. While we use and emphasize low-level visual
features in this work, our approach is generic and can create
a VideoStory from any multimedia feature.

The aim of the VideoStory representation is to balance
two compelling forces:

1. Descriptiveness, to preserve the information encoded
in the video descriptions Y as much as possible, and

2. Predictability, to ensure that the VideoStory could be
e↵ectively recognized from visual video content X.

Therefore, we learn the VideoStory representation by both
objectives in a joint optimization framework.

Notation Description
N Number of videos
M Number of unique terms in descriptions
D Dimensionality of visual feature
k Dimensionality of VideoStory embedding
X 2 RD⇥N Matrix of low-level video features
Y 2 {0, 1}M⇥N Matrix of binary term vectors
W 2 RD⇥k VideoStory visual projection
A 2 RM⇥k VideoStory textual projection
S 2 Rk⇥N VideoStory embedding
xi,yi, si The column representing the i-th video

Table 1: Summary of notation.

The VideoStory representation is learned by minimizing:

LVS(A,W ) = min
S

Ld(A,S) + Lp(S,W ), (1)

where A is the textual projection matrix, W is the visual
projection matrix, and S is the VideoStory embedding. The
loss function Ld corresponds to our first objective for learn-
ing a descriptive VideoStory, and the loss function Lp cor-
responds to our second objective for learning a predictable
VideoStory. The VideoStory embedding S interconnects the
two loss functions. To the best of our knowledge this joint
embedding framework is novel.

Descriptiveness For the Ld function, we use a variant
of regularized Latent Semantic Indexing [38]. This objective
minimizes the quadratic error between the original video
descriptions Y , and the reconstructed translations obtained
from A and S:

Ld(A,S) =
1
N

NX

i=1

kyi �Asik22 + �a⌦(A) + �s (S), (2)

where  (·) and ⌦(·) denote regularization functions, and
�a � 0 and �s � 0 are regularizer coe�cients. We use
the squared Frobenius norm for regularization, which is the
matrix variant of the `2 regularizer, i.e., ⌦(A) = kAk2F =P

ikaik22 =
P

ij a
2
ij , the sum of the squared matrix elements.

Similarly for the VideoStory matrix  (S) = kSk2F.
The main di↵erence with regularized Latent Semantic In-

dexing [38] is that they used an `1 regularizer, ⌦(A) =P
ikaik1, which enforces sparsity in the textual projection

A. However, with our larger representation (typically we
use k between 256 and 1,024 in our experiments compared
to only k = 20 used in [38]) and fewer number of unique
terms (around 10K, compared to 100K), enforcing sparsity
is not necessary for good performance.
Note that many other textual embedding methods, such

as Sparse Coding and probabilistic Latent Semantic Index-
ing [12] can be formulated similar to Eq. (2), when appropri-
ate regularization functions ⌦(·) and  (·) are used. Further-
more, when the textual projection matrix A is constrained
such that each column has a single non-zero value, i.e., se-
lects a single term, our objective becomes very close to meth-
ods that select the best single term labels, such as [4].

Predictability The Lp function measures the occurred
loss between the VideoStory S and the embedding of low-
level videos features using W . Since the VideoStory S is
real valued, as opposed to a binary or multi-class encod-
ing, we can not rely on standard classification losses such as
the hinge-loss used in SVMs. Therefore, we define Lp as a

28	



Objec2ve	1:	The	Video2vec	embedding	should	be	descrip3ve	
	
	
	
	
	
	
Essen6ally	latent	seman6c	indexing	with	L2	rather	than	an	L1	norm	
	
	
	
	
	
	

 

Video2vec objec?ves: descrip?veness


Original	transcrip6ons	 Reconstructed	terms	 Regularizers	

Objec2ve	2:	The	Video2vec	embedding	should	be	predictable	
	
	
	

 

Video2vec objec?ves: predictability


Video2vec	embedding	 Video	feature	embedding	 Regularizer	



Video2vec: Training


Set	of	videos	and	their	cap6ons	
	
Encode	video	features	xi	
				Any	feature	(combina6on)	will	do	

	
Encode	video	descrip6ons	yi	

				Bag-of-words	of	terms	
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Video2vec	Training	

Video2vec	
Algorithm	

W	

A	

Video	and	descrip6ons	

VideoStory46K dataset


Videos	and	6tle	descrip6ons	from	YouTube	
	46K	videos,	19K	unique	terms	in	descrip6ons	

Seeded	from	video	event	descrip6ons	
Filters	to	remove	low	quality	videos	

Available	for	download:	www.mediamill.nl	

[Habibian	MM	2014]	



Video2vec	Training	

Video2vec	
Algorithm	

W	

A	

Video	and	descrip6ons	

Video2vec: Training (2)


Using	Stochas*c	Gradient	Descent:	
			
Choose	random	sample	
		Compute	sample	gradient	wrt	objec6ve	

	
	
	
	

		Update	parameters	with	step-size	η	
	
	

regularized regression, similar to ridge regression:

Lp(S,W ) =
1
N

NX

i=1

ksi �W

>
xik22 + �w⇥(W ), (3)

where we use (again) the Frobenius norm for regularization
of the visual projection matrix W , ⇥(W ) = kW k2F, and �w

is the regularization coe�cient.

2.2 Learning Algorithm
To handle large scale datasets and state-of-the-art high-

dimensional visual features, e.g., Fisher vectors [32] on low-
level video features [37] or deep learned representations [19],
we employ SGD (Stochastic Gradient Descent) [5]. SGD
is an e�cient online procedure and converges fast to the
(global) minimum of a model. At each step, training with
SGD consists of (i) choosing a random sample from the
dataset consisting of a video and a description, (ii) comput-
ing the sample estimate of the gradient of the parameters in
the model, and (iii) updating the parameters in the direc-
tion of the gradient with step-size ⌘. The number of passes
over the datasets, often denoted as epochs, and the step-size
⌘ are hyper-parameters of SGD.

The VideoStory objective function, as given in Eq. (1),
is convex with respect to matrix A and W when the em-
bedding S is fixed. In that case, the joint optimization is
decoupled into Eq. (2) and Eq. (3), which are both reduced
to a standard ridge regression for a fixed S. Moreover, when
both A and W are fixed, the objective Eq. (1) is convex
w.r.t. S. Therefore we use standard SGD by computing the
gradients of a sample w.r.t. the current value of the param-
eters, and we minimize S jointly with A and W .

Lets denote a randomly sampled video and description
pair at step t by (xt,yt), and let st denote the current Video-
Story embedding of sample t. The gradients of Eq. (1) for
this sample w.r.t. A,W and st are given by:

rALVS = �2 (yt �Ast) s
>
t + �aA, (4)

rWLVS = �2 xt

⇣
st �W

>
xt

⌘>
+ �wW , and (5)

rstLVS = 2
h
st �W

>
xt �A

> (yt �Ast)
i
+ �sst. (6)

Our algorithm is summarized in Algorithm 1.
The e↵ect of joint learning the descriptiveness and the

predictability, becomes clear in Eq. (6), where both the tex-
tual projection matrix A and visual projection matrix W

contribute to learning the VideoStory embedding S. This
embedding S is subsequently used to obtain the textual pro-
jection A matrix, in Eq. (4), and the visual projection W

matrix, in Eq. (5). This leads to the VideoStory embed-
ding, which is both descriptive, by preserving the textual
information, and predictable, by minimizing the visual pre-
diction loss.

2.3 Using the VideoStory Embedding
The result of training our VideoStory embedding is the

visual projection matrix W and the textual projection ma-
trix A. These are used to encode a new video i into our
VideoStory representation si.

In the case that both a video xi and description yi are
given, we could obtain the semantic embedding by return-
ing si from Eq. (1), while keeping both A and W fixed.
However, in practice most videos are not provided with a

input : X, Y , k, ⌘ (step-size), m (max-epochs)
output: W and A

A, W , and S  random (zero-mean, unit variance)

for e 1 to m do
for i 1 to N do

Pick a random video-description pair (xt,yt)
Compute gradients w.r.t. A,W and st

Update parameters:

A  A� ⌘trALVS see Eq. (4)

W  W � ⌘trWLVS see Eq. (5)

S  st � ⌘trstLVS see Eq. (6)
end

end
return: W and A

Algorithm 1: Pseudocode for learning VideoStory

description. Therefore, we use:

si = W

>
xi, (7)

to construct our VideoStory representation from the low-
level video features xi. Given an embedded video si, we
can translate a video by:

ŷi = Asi, (8)

where the terms with the highest values are most relevant
for this video.

3. HARVESTING VIDEOS AND THEIR DE-
SCRIPTIONS FROM THE WEB

Rather than describing the video content manually, we opt
to harvest both videos and descriptions from the web. Video
sharing web sites, such as YouTube and Vimeo, provide a
rich and varied source of videos and user provided descrip-
tions, such as their title captions and comments. Although
video title captions do not necessarily correspond to the vi-
sual content of the videos, we will show that by harvesting
a large number of these captioned videos and applying a set
of quality filters we obtain reliable video descriptions.
We start from an initial pool of descriptions, as the col-

lection seeds, and iteratively collect videos and their title
captions from YouTube. For the collection seeds, we rely
on 3,000 sentence descriptions from the training partition
of the NIST TRECVID HAVIC corpus [33]. Then each de-
scription within the pool is queried to YouTube and the
25 most relevant videos are retrieved, based on YouTube’s
textual similarity search. Every retrieved video is passed
through a set of quality filters. The videos which pass all
the filters are added to the collection and their title captions
are added to the description pool. We iteratively repeat this
procedure until enough videos are collected. We will first de-
tail our quality filters before providing the statistics of our
harvested video and description dataset.

3.1 Quality Filters
Event Filter Events are generally described by their ac-

tors, actions, and possible involved objects [10]. Hence we
assume that a description of an event video should contain
actors, actions and objects. For this purpose, we parse the
grammatical structure of title captions using a probabilistic

[BoYou	ICCS	2010]	

Video2vec at work


3.	Cosine	distance	for	matching		

1.	Project	visual	features	

2.	Translate	to	text	



Video2vec predicted terms


Event recogni?on, without examples


Term 
extraction 

Term	Vector	

 
Video2vec 

Term	Vector	

Text 

Matching 

Test	videos	

Event	descrip6on	



Zero-shot at TRECVID MED2013


Authors	 Published	 mAP	
Habibian	et	al.	 ICMR	2014	 6.4	
Ye	et	al.		 MM	2015	 9.0	
Chang	et	al.	 IJCAI	2015	 9.6	
Mazloom	et	al.	 ICMR	2015	 11.9	
Wu	et	al.	 CVPR	2014	 12.7	
Jiang	et	al.	 AAAI	2015	 12.9	
Mazloom	et	al.	 TMM	2016	 12.9	
Liang	et	al.	 MM	2015	 18.3	
Habibian	et	al.		 TPAMI	2017	 20.0	

Zero-shot at TRECVID MED2013


Authors	 Published	 mAP	
Concept	detectors	 ICMR	2014	 6.4	
Ye	et	al.		 MM	2015	 9.0	
Chang	et	al.	 IJCAI	2015	 9.6	
Mazloom	et	al.	 ICMR	2015	 11.9	
Concept	discovery	 CVPR	2014	 12.7	
Jiang	et	al.	 AAAI	2015	 12.9	
Mazloom	et	al.	 TMM	2016	 12.9	
Liang	et	al.	 MM	2015	 18.3	
Video2vec	 TPAMI	2017	 20.0	



Open challenges


More	precise	meaning	with	adjec6ves?	
	
Searching		video	spa6otemporally?	
	
How	to	handle	live	video	streams?	
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Zero-Shot Search for Live Video

Cappallo,	BMVC’16	

40	



Retrieval from live streaming video


Many	live	stream	videos	
	Services	like	periscope,	facebook,	…	
	Environments	like	airports,	elderly	homes,	...	

	
Live	means		
			the	future	cannot	be	known	
			lack	of	extra	metadata	or	context	
	
Challenging,	mo6vated	zero-shot	problem	
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Default: embed concepts per frame
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table 

gym 

duck 

Query:	“Carpentry”	

Shared	Seman6c	Embedding	

Video	
frame	



Stream retrieval needs memory


Representa6on	must	reflect	what	is	happening	now	
	
Also	requires	memory	to	priori6ze	recent	informa6on	
			Memory	Pooling	
			Memory	Welling	
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Mean and Max memory pooling
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Now	

Mean	or	Max	Pooling	over	memory	window	

Two	parameters:		
			m	amount	of	memory	
			n	amount	of	concepts	



Memory welling


45	

Now	

Instead	of	temporal	pooling,	well	fills	and	drains	over	6me...	

Memory welling


A	well	is	defined	by:	
	
	
			!	is	memory	parameter	
			"	is	a	constant	“leakiness”	term	
	
Enforces	sparsity	
Ensures	concept	reliability	
	
Welling	emphasizes	reliable,	recent	informa6on		
	
	 46	



Comparing memories

Memory	Pooling	
	
	-	Only	uses	m	frames	of	informa6on	
	
	-	m	frames	per	feature	per	stream	
	
	-	Arbitrary	selec6on	of	top	concepts	

47	

Memory	Welling	
	
	+	No	hard	memory	cut-off	
	
	+	Only	current	state	stored	
	
	+	Sparsity	enforced	implicitly	
	

Memory	welling	addresses	limita6ons	of	pooling,	retains	benefits	

Live retrieval task 1: Instantaneous search


Which	videos	are	relevant	now?	
	
	
	
	
	
	
	
Measure	with	mean	AP	across	6me:	
	
	 48	



Live retrieval task 2: Con?nuous search


“Keep	showing	me	relevant	content”	
e.g.,	watching	dancing	videos	for	thirty	minutes	
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Live retrieval task 2: Con?nuous search


Reward	relevant	stream	
Penalize	needless	switches	
Temporal	consistency	
	
Evalua6on	metric:	
	
			z+	counts	‘zaps’	from	irrelevant	to	relevant	stream	
			r+	rewards	consistency	on	relevant	stream	
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Conclusion


Zero-shot	retrieval	profits	from	seman6c	alignment	
			Learnable	from	freely	available	online	sources	
			BeYer	than	low-	and	mid-level	alterna6ves	
			Adds	meaning	and	recoun6ng	to	retrieval	results	
	
Next	challenge:		
			Spa6otemporal	search	and	alerts	for	live	video		
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Zero-Shot	Learning
with	Interaction

Efstratios	Gavves
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Zero-shot	recap

2

!(attribute	#$$%)

!(attribute	#$$')

!(attribute	#$$()

Learn	attributes
)% = maxℒ(/0; 2$$%)
)' = maxℒ(/0; #$$')
)3 = maxℒ(/0; #$$3)
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Examples	of	attributes	for	
birds

3

“Curved	bill”

“Orange	chest”
“Spiky	nape”

“Long	alula”



Why	Learn	Attributes
with	Interaction?

4

Attributes	are	often	ad-hoc

5



Active	learning	during	training
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Incrementally	learning	attributes	online

Zero-shot	[1]	with	Independent	Attribute	Prediction	[2]

Online	Incremental	Learning
• Self	Organizing	Incremental	Neural	Networks

• Parse	images	into	positive/negative	networks

Linear	SVM	for	learning	attribute	classifiers

[1]	Online	Incremental	Attribute-based	Zero-Shot	Learning,	Kankuekul et	al.,	CVPR	2012
[2]	Attribute-Based	Classification	for	Zero-Shot	Visual	Object	Categorization,	Lampert	et	al.,	TPAMI	2013



Interacting	with	local	attributes

Discriminative	localized	attributes	are	discovered

Most	discriminative	discovered	feature	shown	to	user
• If	“nameable”	à stored

• If	not,	got	to	next	more	discriminative	feature

• Recommender	system	prioritization
• spatially	consistent	features	shown	first

[1]	Discovering	Localized	Attributes	for	Fine-Grained	Recognition,	Duan et	al.,	CVPR	2012

Active	learning	during	inference
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Interacting	with	relative	attributes

Learn	relative	attributes
• learning-to-rank

Interactive	search
• Learn	attributes	offline

• At	inference	rank	images
according	to	relevance

• User	indicates	relative
changes	in	top	ranks

Active	labelling

[1]	Relative	Attributes	for	Enhanced	Man-Machine	Communication,	Parikh	et	al.,	AAAI	2012

Predicting	unfamiliar	classes

Open set	of	classes	at	test	time

Slightly	different	than	Zero-Shot
• no	known	attribute-class	mapping

• p(unfamiliar	class) =	∏(1	–	p(seen	class))��
User	corrects	misclassified	attributes

[1]	Attribute-Based	Detection	of	Unfamiliar	Classes	with	Humans	in	the	Loop,	Wah et	al.,	CVPR	2013



Tree-based	Interactive	Labelling

Image	labels	are	correlated
• water,	river,	sea	à landscape	nature,	sky,	clouds

• Improved	prediction:	especially	when	human-in-the-loop

• Attribute-based	image	classification:	attributes	in	tree

[1]	Learning	Structured	Prediction	Models	for	Interactive	Image	Labelling,	Mensink et	al.,	CVPR	2013

Tree-based	Interactive	Labelling

Criterion:	select	attribute	that	minimizes	uncertainty	on	
final	class	prediction
• select	attribute	that	minimizes	conditional	class	entropy

• new	queries	are	conditioned	on	the	image	and	the	
previously	selected	attributes	

[1]	Learning	Structured	Prediction	Models	for	Interactive	Image	Labelling,	Mensink et	al.,	CVPR	2013



Tree-based	Interactive	Labelling

[1]	Learning	Structured	Prediction	Models	for	Interactive	Image	Labelling,	Mensink et	al.,	CVPR	2011

Zero-Shot,	Transfer	and	Active	Learning	overlap!

First	to	identify	&	integrate	three	learning	paradigms	[1]

[1]	Active	Transfer	Learning	with	Zero-Shot	Priors:	Reusing	Past	Datasets	for	Future	Tasks,Gavves,	et	al.,	ICCV	2015

Zero-Shot
Learning

Transfer	Learning

Active	Learning



Reusing	past	(unrelated)	datasets	for	future	tasks

“Recycle”	old	datasets

ImageNet	will	not	be	obsolete	in	the	future
• Open	Images	[2]

Enrich	current	datasets
• Segmentation

propagation	[3]

[1]	Active	Transfer	Learning	with	Zero-Shot	Priors:	Reusing	Past	Datasets	for	Future	Tasks,	Gavves et	al.,	ICCV	2015
[2]	https://github.com/openimages/dataset
[3]	Segmentation	Propagation	in	ImageNet,		Kuettel	et	al.,	ECCV	2012

How	to	transfer?

[1]	Active	Transfer	Learning	with	Zero-Shot	Priors:	Reusing	Past	Datasets	for	Future	Tasks,Gavves,	et	al.,	ICCV	2015
[2]	COSTA:	Co-Occurrence	Statistics	for	Zero-Shot	Classification,		Mensink,	Gavves,	Snoek,	CVPR	2014

Zero-shot	model

Class-Attribute	mapping,	
e.g.,	COSTA	[2]

Known	class	model
• Old	datasets
• Google

New	image

Active	updates



How	to	actively	learn?

Simply	speaking
• Sample	from	margin

• But	make	sure	positive/
negatives	labels	balanced

• Keep	running	log	of label
sampling	likelihoods

[1]	Active	Transfer	Learning	with	Zero-Shot	Priors:	Reusing	Past	Datasets	for	Future	Tasks,Gavves,	et	al.,	ICCV	2015

Active	Transfer	Learning	with	Zero-Shot	Priors
In	Practice

19https://github.com/stratisgavves/activetransferlearning or
www.egavves.com



Going	to	the	next	level

Active	Deep	Learning	for	Zero-Shot	Recognition
• Deep	learning	of	discriminative,	repeatable	attributes

Truly	diversified	transfer	from	past	to	future	tasks
• Better	transfer	learning

New	Datasets	for	New	Tasks
• E.g.,	segmentation,	pose	estimation,	you	name	it!

• Fraction	of	the	cost

20

10X

Conclusion

Attributes	not	always	perfect
• Often	there	is	no	good	attribute	definition	for	classes
• Often	attribute	prediction	is	not	that	reliable

Interaction	remedy	to	attribute-based	classification
• Correct	prediction	mistakes
• Guide	new	attribute	learning
• Guide	classification

Active	Transfer	Learning
• Don’t	waste	or	throw	your	old	datasets!!
• Much	faster	active	learning	than	state-of-the-art	

alternatives

21



Zero-Shot	Learning
for	Vision	and	Multimedia

Conclusion	&	Discussion

1

What	this	tutorial	was	about?

2

TestTrain

Data:	

Objective:	

Lampert	et	al.,	CVPR09/PAMI13

Knowledge	transfer



Today’s	outline

1. Knowledge	transfer

2. Classification

3. Localization

Break	

4. Retrieval

5. Interaction	

6. Conclusion	and	Discussion

3

Zero-Shot	Classification

Mathematically	ALE	and	DAP	are	similar

ALE	directly	optimizes	image	classification

Focus	on	visual	Details	or	Regions
• Each	with	their	merit,	depends	on	application

• Maybe	a	smart	combination?

Zero-Shot	using	pre-trained	classifiers
• Indirect	attribute	prediction

• Co-occurrence	statistics

• Word2vec

4



Zero-Shot	with	Localization

Attributes	belong	to	objects,	not	images

Zero-Shot	localization	natural	extension

Focus	on	visual	Details	or	Regions
• Each	with	their	merit,	depends	on	application

• Maybe	a	smart	combination?

5

Zero-Shot	with	Interaction

Attributes	not	always	perfect
• Often	there	is	no	good	attribute	definition	for	classes

• Often	attribute	prediction	is	not	that	reliable

Interaction	remedy	to	attribute-based	classification
• Correct	prediction	mistakes

• Guide	new	attribute	learning

• Guide	classification

Active	Transfer	Learning	à Old	datasets	no	more	wasted
• Much	faster	learning	than	state-of-the-art	alternatives

6



Zero-Shot	Retrieval

Zero-shot	retrieval	profits	from	semantic	alignment

Learnable	from	freely	available	online	sources

Better	than	low- and	mid-level	alternatives

Adds	meaning	and	recounting	to	retrieval	results

Next	challenge:	

Spatiotemporal	search	and	alerts	for	live	video	

7

What’s	next?

8

[1] [2]

[3]

[1]	Multi-Cue	Zero-Shot	Learning	with	Strong	Supervision,	Akata et	al.,	CVPR	2016
[2]	Generative	Adversarial	Text	to	Image	Synthesis,	Reed,	ICML	2016
[3]	Synthesized	Classifiers	for	Zero-Shot	Learning,	Changpinyo,	CVPR	2016



Thank	you	for	your	attention!

(Slides	will	be	added	online	later	today)
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