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Data Distribution in Large-Scale Datasets

number of classes

number of 
images
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Attributes as Side-Information

classattributesimages

black-white
has tail

lives on land
small

gray
has tail

lives in water
big

zebra

whale

[Lampert et.al. CVPR’09, Ferrari et.al. CVPR’09]
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Muldimodal Embeddings for Zero-Shot Learning

zebra

whale

white

black

IMAGES IMAGE
FEATURES

CLASS
ATTRIBUTES

CLASS
LABELS

[Akata et.al. CVPR’13, CVPR’15, CVPR’16 & TPAMI’16]
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Zero-Shot Learning

images attributes

...
black-white

has tail
lives on land

small

...
gray

has tail
lives in water

big

...
black-white

no tail
lives on land

medium

white
has tail

lives on land
tiny
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Wikipedia and WordNet as Side Information

Wikipedia and Wordnet: object descriptions or hierarchies

Word2Vec [Mikolov et.al. NIPS’13]

GloVe [Pennington et.al EMNLP’14]
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3

1

2

4 5

2 = [1 0 2 3 3 3]

Hierarchical similarity measures
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Experimental Setting

Animals with
Attributes (AWA)
[Lampert et.al. CVPR’09]

50
cls

85
att

Caltech UCSD-Birds
(CUB)

[Wah et.al.’11]

200
cls

312
att

Input Embeddings θ(x): 1K-dim GoogLeNet features

Output Embeddings ϕ(y): att, w2v, glo, hie
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Evaluation of Class Embeddings

AWA CUB

w2v 51.2 28.4
glo 58.8 24.2
hie 51.2 20.6
att- 60.1 29.9

att+ 73.9 51.7
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Evaluation of Class Embeddings

AWA CUB

w2v 51.2 28.4
glo 58.8 24.2
hie 51.2 20.6
att- 60.1 29.9

att+ 73.9 51.7

• Attributes & Wikipedia & WordNet are complementary
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Gaze Embeddings for Zero-Shot Learning

CUB-VW

Random points 39.5
Bubbles [Deng et al. CVPR’13] 43.2
Bag of Words from Wikipedia 55.2
Attributes 72.9
Gaze 73.9
Attributes + Gaze 78.2
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Gaze Embeddings for Zero-Shot Learning

CUB-VW

Random points 39.5
Bubbles [Deng et al. CVPR’13] 43.2
Bag of Words from Wikipedia 55.2
Attributes 72.9
Gaze 73.9
Attributes + Gaze 78.2

Gaze Data → class discriminative + complements attributes

[Karessli et.al. CVPR’17]
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Conclusions

Standard image classification models fail with the lack of labels

1. Zero-Shot Learning is a challenging task

2. Side information, e.g. attributes, is required

3. Several sources of side information exists

[Akata et.al. IEEE CVPR 2013, 2015, 2016, TPAMI 2016] [Reed et.al. IEEE

CVPR 2016, ICML 2016, NIPS 2016] [Lampert et.al. IEEE CVPR 2009,

TPAMI 2013] [Mikolov et.al. NIPS 2013, Karessli et.al. IEEE CVPR 2017]
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Zero-Shot Learning: Task Formulation
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Zero-Shot Learning: Task Formulation

S = {(xn, yn), n = 1...N}, with yn ∈ Ytr

Training: learn f : X → Y by minimizing regularized empirical risk:

1

N

N∑

n=1

L(yn, f(xn;W )) + Ω(W )

L(.) = loss function, Ω(.) = regularization term and

f(x;W ) = argmax
y∈Y

F (x, y;W )

Testing: assign an image to Yts ⊂ Y with max compatibility

24



Multimodal Embeddings with Linear Compatibility

zebra

whale

white

black

IMAGES IMAGE
FEATURES

CLASS
ATTRIBUTES

CLASS
LABELS

F (x, y;W ) = θ(x)TWφ(y)
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Deep Visual Semantic Embeddings: DEVISE

Pairwise Ranking: Convex Objective

∑

y∈Ytr

[∆(yn, y) + F (xn, y;W )− F (xn, yn;W )]+
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Deep Visual Semantic Embeddings: DEVISE

Pairwise Ranking: Convex Objective

∑

y∈Ytr

[∆(yn, y) + F (xn, y;W )− F (xn, yn;W )]+

• ∆(yn, y) = 1 if yn = y, otherwise 0

• Optimized by SGD

[Frome et.al. NIPS 2013]

26

Attribute Label Embedding: ALE

Weighted Pairwise Ranking Loss:

∑

y∈Ytr

lk[∆(yn, y) + F (xn, y;W )− F (xn, yn;W )]+
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Attribute Label Embedding: ALE

Weighted Pairwise Ranking Loss:

∑

y∈Ytr

lk[∆(yn, y) + F (xn, y;W )− F (xn, yn;W )]+

• ∆(yn, y) = 1 if yn = y, otherwise 0

• lk =
∑k

i=1 αi with αi = 1/i

• Optimized by SGD

[Akata et.al. CVPR 2013 & TPAMI 2016]
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Structured Joint Embedding: SJE

Multiclass Objective:

[max
y∈Ytr

(∆(yn, y) + F (xn, y;W ))− F (xn, yn;W )]+
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Structured Joint Embedding: SJE

Multiclass Objective:

[max
y∈Ytr

(∆(yn, y) + F (xn, y;W ))− F (xn, yn;W )]+

• Full weight to the top of the ranked list

• Requires computing score wrt all the classifiers for each sample

[Akata et.al. CVPR 2015 & Reed et.al. CVPR 2016]
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Embarassingly Simple Zero-Shot Learning: ESZSL

Additional Regularization Term to SJE Objective:

γ∥Wφ(y)∥2 + λ∥θ(x)TW∥2 + β∥W∥2

where γ,λ,β are regularization parameters

• Euclidean norm of projected attributes in the feature space

• Projected image feature in the attribute space are bounded

[Romera-Paredes and Torr, ICML 2015]
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Semantic Autoencoder: SAE

Objective: similar to the linear auto-encoder

min
W

||θ(x)−W Tφ(y)||2 + λ||Wθ(x)− φ(y)||2,

• Learns a linear projection from θ(x) to φ(y)

• Projection must reconstruct the original image embedding

[Kodirov et.al. CVPR 2017]
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Cross-Modal Transfer: CMT

Deep nonlinear embedding objective:

∑

y∈Ytr

∑

x∈Xy

∥φ(y)−W1 tanh(W2.θ(x))∥
2

• (W1,W2): weights of the two layer neural network

• Novelty detection: to assign images to unseen or seen classes

[Socher et.al. NIPS’13]
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Direct Attribute Prediction: DAP

Two step process
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Direct Attribute Prediction: DAP

Two step process

• learn attribute classifiers

• combine scores of learned
attribute classifiers

f(x) = argmax
c

M∏

m=1

p(acm|x)

p(acm)

[Lampert et.al. CVPR’09 & TPAMI’13]
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Convex Combination of Semantic Emb.: CONSE

Probability of a training image belonging to a training class:

f(x, t) = arg max
y∈Ytr

ptr(y|x)
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Convex Combination of Semantic Emb.: CONSE

Probability of a training image belonging to a training class:

f(x, t) = arg max
y∈Ytr

ptr(y|x)

Combination of semantic embeddings (s) is used to assign an
unknown image to an unseen class:

1

Z

T∑

i=1

ptr(f(x, t)|x), s(f(x, t))

• Z = tth most likely label for image x

• T maximum number of semantic embedding vectors

[Norouzi et.al. ICLR’14]
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Synthesized Classifiers: SYNC

Weighted bipartite graph (scr): Training (wc) and Phantom (vr)
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Synthesized Classifiers: SYNC

Weighted bipartite graph (scr): Training (wc) and Phantom (vr)

Objective is to minimize distortion error:

min
wc

∥wc −
R∑

r=1

scrvr∥
2
2.
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Synthesized Classifiers: SYNC

Weighted bipartite graph (scr): Training (wc) and Phantom (vr)

Objective is to minimize distortion error:

min
wc

∥wc −
R∑

r=1

scrvr∥
2
2.

Novel class: linear combination of phantom class classifiers

[Changpinyo et.al. CVPR’16]
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Summary of Presented ZSL Models

Existing ZSL models can be grouped into 4:
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Summary of Presented ZSL Models

Existing ZSL models can be grouped into 4:

1. Linear Compatibility: ALE, DEVISE, SJE, ESZSL, SAE

2. Non-linear Compatibilty: LATEM, CMT

3. Two-stage Inference: DAP, CONSE

4. Hybrid Model: SYNC

[Akata et.al IEEE CVPR 2013, Frome et.al. NIPS 2013, Akata et. al. 2015,

Romera Paredes and Torr ICML 2015, , Kodirov et.al IEEE CVPR 2017, Xian

et.al. IEEE CVPR 2016, Socher et.al. NIPS 2013, , Lampert et.al. IEEE CVPR

2009 & TPAMI 2013, Norouzi et.al. ICLR 2014, Changpinyo et.al. IEEE CVPR

2016]
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Zero-Shot Learning: The Good, The Bad, The Ugly

The Good: ZSL is an important direction that has gained interest
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Zero-Shot Learning: The Good, The Bad, The Ugly

The Good: ZSL is an important direction that has gained interest

The Bad: No unified evaluation protocol exists

The Ugly: Test Classes overlap with ImageNet 1K

39

Benchmark on Attribute Datasets and ImageNet

Dataset Size |Y| |Ytr| |Yts|
SUN 14K 717 580 + 65 72
CUB 11K 200 100 + 50 50
AWA1 30K 50 27 + 13 10
AWA2* 37K 50 27 + 13 10
aPY 1.5K 32 15 + 5 12
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Benchmark on Attribute Datasets and ImageNet

Dataset Size |Y| |Ytr| |Yts|
SUN 14K 717 580 + 65 72
CUB 11K 200 100 + 50 50
AWA1 30K 50 27 + 13 10
AWA2* 37K 50 27 + 13 10
aPY 1.5K 32 15 + 5 12

ImageNet Split |Yts|
ImageNet 21K - Ytr 20345
Within 2/3 hops from Ytr 1509/7678
Most populated classes 500/1K/5K
Least populated classes 500/1K/5K
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Ranking Models on Attribute Datasets
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Rank
1 2 3 4 5 6 7 8 9 10

ALE [2.0]

DEVISE [2.9]

SJE [3.4]

ESZSL [4.2]

LATEM [4.5]

SYNC [5.3]

DAP [7.3]

SAE [8.4]

CMT [8.5]

CONSE [8.6]
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Benchmark of Zero-Shot Learning

1. Zero-Shot Learning has attracted lots of attention
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Conclusions

Benchmark of Zero-Shot Learning

1. Zero-Shot Learning has attracted lots of attention

2. We propose a unified evaluation procedure

3. Comprehensive evaluation of 12 models on 6 datasets

[Xian et.al. IEEE CVPR 2017 & ArXiv 2017]
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Summary of ZSL for Image Classification

1. Large-scale image classification fails with lack of data
[Akata et.al. TPAMI’14]
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Summary of ZSL for Image Classification

1. Large-scale image classification fails with lack of data
[Akata et.al. TPAMI’14]

2. Structured Joint Embeddings tackles lack of visual data
[Akata et.al. CVPR’13, Akata et.al. TPAMI’16]

3. Attributes, text and gaze provide side information
[Akata et.al. CVPR’15 & CVPR’16, Xian et.al. CVPR’16 &

CVPR’17, Karessli et.al. CVPR’17]

4. The Good, the bad and the ugly aspects of zero-shot learning
[Xian et.al. CVPR’17 & ArXiv’17]
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Thank you!
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Localization	as	Retrieval

• Goal:	Find	the	target	in	the	image
• ranking	sliding	window	images

• Sliding	window	search
• thousands	of	images	generated

• Learn	scoring	function	with	two	inputs
• Input	#1:	Query	image
• Input	#2:	Sliding	image
• Output:	Siilarity(Input	#1,	Input	#2)

21

Query Zero-shot	Localization by	Free	Text

• Similar	to	Zero-Shot	Localization	[1]
• #Input	1	is	now	a	text	query

• Rank	sliding	images
• Scoring	function	measures

similarity	of	image	to	text	

22

[1]	Natural	Language	Object	Retrieval,	Hu	et	al.,	CVPR	2016

Zero-shot	Localization by	Free	Text

• Semantic	attributes
• “hat”,	“white”,	…

• Spatial	attributes	too
• “right”,	“on	top	of”,	“below”,	…

• Global	context

23[1]	Natural	Language	Object	Retrieval,	Hu	et	al.,	CVPR	2016

Zero-shot	localization	in	videos,	aka
Tracking	by	Natural	Language	[1]

• Define	the	target	not	as	a	bounding	box	but	as	a	language	description?

24

“Track the little green person with 
the pointy ears and the beige robe!”

[1]	Tracking	by	Natural	Language	Specification,	Li	et	al.,	CVPR	2017



Zero-shot	localization	in	videos,	aka
Tracking	by	Natural	Language

• Novel	type	of	human-machine	
interaction
• “Tesla,	follow	the	red	car	in	the	middle	
lane”

• Enables	novel	tracking	scenarios
• No	“first-frame”	requirement	à ideal	for	
“live”	or	online	tracking

• Multiple-video,	multiple-target	tracking	à
ideal	for	large	scale	monitoring

• More	robust	standard	tracking
• Tracker	adapts	to	appearance	variations
• Helping	against	drift

25[1]	Tracking	by	Natural	Language	Specification,	Li	et	al.,	CVPR	2017

Zero-shot	localization	in	videos,	aka
Tracking	by	Natural	Language

26

Model	I

Model	II

Model	III

[1]	Tracking	by	Natural	Language	Specification,	Li	et	al.,	CVPR	2017

Person	search	with	Natural	Language

27

[1]	Person	Search	with	Natural	Language	Description,	Li	
et	al.,	CVPR	2017

Person	search	with	Natural	Language

• First	extract	region	proposals
• Then	compute	word	specific
(dynamic)	filters
• Computer	Word-Image	affinity

28[1]	Person	Search	with	Natural	Language	Description,	Li	et	al.,	CVPR	2017



Conclusion

• Attributes	belong	to	objects,	not	images
• Zero-Shot	localization	natural	extension
• Object	tracking	by	natural	language	description	is	a	very	novel	and	
relevant	direction
• Also	connected	to	video	object	detection

29































Interacting	with	relative	attributes
• Learn	relative	attributes

• learning-to-rank

• Interactive	search
• Learn	attributes	offline
• At	inference	rank	images

according	to	relevance
• User	indicates	relative

changes	in	top	ranks

• Active	labelling

[1]	Relative	Attributes	for	Enhanced	Man-Machine	Communication,	Parikh	et	al.,	AAAI	2012

Predicting	unfamiliar	classes
• Open set	of	classes	at	test	time
• Slightly	different	than	Zero-Shot

• no	known	attribute-class	mapping
• p(unfamiliar	class) =	∏(1	–	p(seen	class));;

• User	corrects	misclassified	attributes

[1]	Attribute-Based	Detection	of	Unfamiliar	Classes	with	Humans	in	the	Loop,	Wah et	al.,	CVPR	2013

Tree-based	Interactive	Labelling
• Image	labels	are	correlated

• water,	river,	sea	à landscape	nature,	sky,	clouds
• Improved	prediction:	especially	when	human-in-the-loop
• Attribute-based	image	classification:	attributes	in	tree

[1]	Learning	Structured	Prediction	Models	for	Interactive	Image	Labelling,	Mensink et	al.,	CVPR	2013

Tree-based	Interactive	Labelling
• Criterion:	select	attribute	that	minimizes	uncertainty	on	final	class	
prediction
• select	attribute	that	minimizes	conditional	class	entropy
• new	queries	are	conditioned	on	the	image	and	the	previously	selected	

attributes	

[1]	Learning	Structured	Prediction	Models	for	Interactive	Image	Labelling,	Mensink et	al.,	CVPR	2013





How	to	transfer?

[1]	Active	Transfer	Learning	with	Zero-Shot	Priors:	Reusing	Past	Datasets	for	Future	Tasks,Gavves,	et	al.,	ICCV	2015
[2]	COSTA:	Co-Occurrence	Statistics	for	Zero-Shot	Classification,		Mensink,	Gavves,	Snoek,	CVPR	2014

Zero-shot	model

Class-Attribute	mapping,	
e.g.,	COSTA	[2]

Known	class	model
• Old	datasets
• Google

New	image

Active	updates

How	to	actively	learn?
• Simply	speaking

• Sample	from	margin
• But	make	sure	positive/

negatives	labels	balanced
• Keep	running	log	of label

sampling	likelihoods

[1]	Active	Transfer	Learning	with	Zero-Shot	Priors:	Reusing	Past	Datasets	for	Future	Tasks,Gavves,	et	al.,	ICCV	2015

Active	Transfer	Learning	with	Zero-Shot	Priors
In	Practice

19
https://github.com/stratisgavves/activetransferlearning or
www.egavves.com

Using	Knowledge	Graphs	for	Novel	QA

20
[1]	The	More	You	Know:	Using	Knowledge	Graphs	for	Image	Classification,	Marino	et	al.,	CVPR	2017











Evaluating GZSL

Per-class Top-1 accuracy for ZSL:

accY =
1

∥Y∥

∥Y∥∑

c=1

# correct in c

# in c

to insure that all classes will weigh the same
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Evaluating GZSL

Per-class Top-1 accuracy for ZSL:

accY =
1

∥Y∥

∥Y∥∑

c=1

# correct in c

# in c

to insure that all classes will weigh the same

Harmonic Mean for GZSL:

H =
2 ∗ accYtr ∗ accYts

accYtr + accYts

to insure that seen and unseen class accuracy will weigh the same

4
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Existing ZSL models can be grouped into 4:
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Zero-Shot Learning Models

Existing ZSL models can be grouped into 4:

1. Linear Compatibility: ALE, DEVISE, SJE, ESZSL, SAE

2. Non-linear Compatibilty: LATEM, CMT

3. Two-stage Inference: DAP, CONSE

4. Hybrid Model: SYNC

[Akata et.al IEEE CVPR 2013, Frome et.al. NIPS 2013, Akata et. al. 2015,

Romera Paredes and Torr ICML 2015, , Kodirov et.al IEEE CVPR 2017, Xian

et.al. IEEE CVPR 2016, Socher et.al. NIPS 2013, , Lampert et.al. IEEE CVPR

2009 & TPAMI 2013, Norouzi et.al. ICLR 2014, Changpinyo et.al. IEEE CVPR

2016]

5

Datasets Used for Evaluation

Dataset Size |Y| |Ytr| |Yts|
SUN 14K 717 580 + 65 72

CUB 11K 200 100 + 50 50

AWA1 30K 50 27 + 13 10

AWA2* 37K 50 27 + 13 10

aPY 1.5K 32 15 + 5 12
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1. The setup is challenging but more practical

2. Unseen images embedded close to seen classes
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Conclusions

In Generalized Zero-Shot Learning

1. The setup is challenging but more practical

2. Unseen images embedded close to seen classes

3. Results much lower than ZSL: Room for improvement

[Xian et.al. IEEE CVPR 2017 & ArXiv 2017]
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Thank you!
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Zero-Shot	with	Localization

• Attributes	belong	to	objects,	not	images
• Zero-Shot	localization	is	a	natural	extension	to	the	problem
• Focus	on	visual	Details	or	Regions

• Each	with	their	merit,	depends	on	application
• Maybe	a	smart	combination?

• Localization	in	images	and	videos using	natural	language	queries	is	
possible	and	promising
• Offers	also	a	great	evaluation	framework	for	image	captioning,	visual	question	
answering

5

Zero-Shot	Retrieval
• Zero-shot	retrieval	profits	from	semantic	alignment
• Learnable	from	freely	available	online	sources
• Better	than	low- and	mid-level	alternatives
• Adds	meaning	and	recounting	to	retrieval	results

• Next	challenge:	
• Spatiotemporal	search	and	alerts	for	live	video	
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Open	Problems
• The	evaluation	of	zero-shot	classifiers	is	very	important!
• Thankfully,	now	there	is	a	benchmark	to	compare	against
• Zero-Shot	Learning	- The	Good,	the	Bad	and	the	Ugly,	Xian	et	al.,	CVPR	2017
• 12	models	compared	in	6	datasets

• Generalized	Zero-Shot	Learning
• More	challenging,	more	practical!
• Unseen	images	embedded	close	to	seen	classes

• How	to	optimally	exploit	knowledge	graphs	to	answer	novel	QA?
• Interaction	remedy	to	attribute-based	classification

• Correct	prediction	mistakes
• Guide	new	attribute	learning
• Guide	classification

• Active	Transfer	Learning	à Old	datasets	no	more	wasted
• Much	faster	learning	than	state-of-the-art	alternatives
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What’s	next?
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[1]	Multi-Cue	Zero-Shot	Learning	with	Strong	Supervision,	Akata et	al.,	CVPR	2016
[2]	Generative	Adversarial	Text	to	Image	Synthesis,	Reed,	ICML	2016
[3]	Synthesized	Classifiers	for	Zero-Shot	Learning,	Changpinyo,	CVPR	2016



Thank	you!

Slides	will	be	added	online	later	at	the	website:
https://staff.fnwi.uva.nl/t.e.j.mensink/zsl2017/
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