Computer Vision by Learning

Cees Snoek
Laurens van der Maaten
Arnold W.M. Smeulders

with Shih-fu Chang, Columbia University

UNIVERSITY OF AMSTERDAM -,r‘ U D elft

Advanced School for Computing and Imaging



Today
Lectures
Lunch
Lab

Borrel

Administration

0930-1215
1215-1330
1330-1600
1600-zzz

D1.115

on your own
D1.111

D1.111



Evaluation of computer vision

Situation in 2000 . -
— Various video concept definitions  _
— Specific and small data sets
— Hard to compare methodologies r—

For object tracking still the case in 2013
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Overview

Video benchmarks, TRECVID, average precision, progress
Image benchmarks, PASCAL, ImageNet, lessons learned
Labels from humans, experts, volunteers, crowdsourcing
Labels from similarity, nearest neighbor, simple features
Negative labels, negative bootstrapping, model compression

Learning using attributes



1. Video benchmarks

Crucial drivers for progress in large-scale computer vision are
international search engine benchmarks. The National Institute of
Standards and Technology’'s TRECVID (TREC Video Retrieval)
benchmark has played a significant role. The main goal of
TRECVID is to promote progress in content-based analysis of and
retrieval from digital video via open, metrics-based evaluation.
TRECVID is a laboratory-style evaluation that attempts to model
real world situations or significant component tasks involved in
such situations.



International competition

NIST TRECVID Benchmark

Promote progress in video retrieval research

Open data, tasks, evaluation and innovation



Video data sets

US TV news (03/04)
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NIST TRECVID evolution
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Task: concept detection

Goal

— Build benchmark collection for visual concept detection methods

Secondary goals
— encourage generic (scalable) methods for detector development
— semantic annotation is important for search/browsing

. Aircraft

Note the variety in
Beach ERVIEIR
ppearance

Mountain




De facto evaluation standard

Carnegie Mellon

TRECVID Concept Detection Task Statistics
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Concepts in Lexicon
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Expert annotation efforts
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Measuring performance

Results

Set of relevant items
—p

Precision

Recall

Set of retrieved items
——

\

Set of relevant
retrieved items

~—— inverse relationship




Evaluation measure

Average Precision
— Combines precision and recall
— Averages precision after relevant shot
— Top of ranked list most important

SN (P(r) x rel(r))

AP " number of relevant documents

1/1+2/3+3/4+ ...

AP =

number of relevant documents

Results




2003: no clue!




Snoek et al, TRECVID 2008-2010
. Van de Sande et al, PAMI 2010
201 O . Bag'Of_WOrdS Van Gemert et al, PAMI 2010

Color SIFT, soft assignment and kernel approximations.

Local Feature Feature Feature
Extraction Encoding Pooling

Software available for download at http://colordescriptors.com



Benchmarking is compute intensive

Distributed ASCI super computer: priceless




Are we making progress?

State-of-the-Art in Video-Concept Search
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Performance doubled in 3 years

» 36 concept detectors

T — Even when using training
ool data of different origin
0.5F

— Vocabulary still limited

g .................................................

2006 2009



Snoek, TMM 2007
MediaMill video search engine

CrossBrowser combines query results and time

time

ranked results



MediaMill TRECVID 2013

Bag of codes Net of convolutions

Bag-of-words model

Vector quantiation

Key frame

Video Video

L4 v

Late Fusion

o

Run: Run: Run: Run:
MediaMill 2012  Key Frame fusion  v/ideo fusion Video deep net




MediaMill: Color Fisher coding

Densely sampled points
SIFT, RGB-SIFT and T-SIFT descriptors

PCA reduction to 80D

Fisher vector coding with codebook size 256
Spatial pyramid 1x1+1x3

Linear classifier

Point Sampling Strategy Color Descriptors Bag-of-Words
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e e e s e e eaaaaass

IZiEinim)=ininimi=in|s)ininin)nin

IRy BISISISIRIDIDISISISIS l

In siFirininininininininin . Fy Pant

e ...‘.l'n Y OO OO ) —_— — Ly S
n|- =ininizininin)=in

R —

.llﬂ ) T ) l

mﬁg i Colo.rSH;'T

Dense samplmg

?
L

Fisher coding

Input image

Color Descriptor software available for download at http://colordescriptors.com



MediaMill: Video deep learning

Convolutional neural network with 8 layers with weights

Trained using error back propagation
— ImageNet for pre-training
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Results

ideo fusion .
Frame fusion video deep netpgiamill 2012

Mean Inferred Average Precision
=] o

60 70 80 90

Bag of codes and deep net profit from each other

System Runs



Performance doubled again?

Caution: To be tested...




© Euvision Technologies

Impala iPhone App
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Description

Impala is the first app in the world that automatically sorts the photos on your phone. You do not have to manually label each and every one of them: Impala “looks” into your images and
videos and recognizes what's inside. For instance, Impala can recognize cats, sunsets, beaches, and so on. Impala then automatically creates photo albums and organizes your photos.
Please note that the app will make mistakes every now and then. Still, the majority of images will be put in the right album, helping you to find them again. For privacy: You're good. The
app does not connect or transmit any of your data to cloud services. Optimized for iPhone 5.

Information

Developer Euclid Vision Technologies BV
Category Photo & Video
Updated 8 Nov, 2013
Version 1.0
Size 76,0 MB
Rating Rated 4+
Compatibility Requires iOS 7.0 or later. Compatible with iPhone, iPad, and iPod touch. This app is optimized for iPhone 5.
Languages English

iTunes Store > App Store > Photo & Video > Euvision Technologies > Impala




Future challenge: Instance search

Given a single query example, including a segmentation
mask, find similar occurrences of the named instance in
a collection of video.

instance “Eiffel tower” instance “a circular ‘no smoking’ logo”




Future challenge: event recognition

Given 100, 10 or 0 training example videos, recognize and
recount videos in a huge test collection containing the
event of interest.

Working on a metal project
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Object, scene and action detectors are believe to be part of
the solution.



2. Image benchmarks

The PASCAL Visual Object Classes (VOC) challenge is a
benchmark in visual object category recognition and detection,
which provides challenging images and high quality annotation,
together with a standard evaluation methodology. Measured the
state-of-the-art on a yearly basis from 2005 to 2012. It has been
succeeded by the ImageNet challenge which evaluates algorithms
for object detection and image classification at large scale.



Dataset Collection

Slide credit: Mark Everingham

500K Images downloaded from flickr and random subset
selected for annotation

Complete annotation of all objects from 20 categories
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2010 Dataset Statistics

Images 10,103 (7,054) 9,637 (6,650)
Objects 23,374 (17,218) 22,992 (16,829)

VOC2009 counts shown in brackets

Minimum ~500 training objects per category
~1700 cars, 1500 dogs, 7000 people

~Equal distribution across training and test sets



PASCAL VOC Challenges

Object classification \
— Does the image contain an airplane? =5,

Object deteciton
— Where is the airplane, (if any)?

Object segmentation

— Which pixels are part of an airplane,
(if any)?




Local Feature Feature Feature
Extraction Encoding Pooling

ke SN I -
e.q. S g ’ i » I I :
SIFT e Lii | :
~ dense sampling BoW avg/sum pooling kernel approximation [Maji, ICCV09]
Sparse coding max pooling explicit feature maps [Vedaldi, PAMI11]

Fisher
VLAD



=== |Lessons learned (day 2)

Model parts and local deformations with latent SVM

eV (i,5)EE

Object part models Deformation model




=== | essons learned (day 3)

Hypotheses from hierarchical grouping, strong encodings

Uijlings, 1JCV 2013



= Lessons learned (day 1)

Codemaps for localized L2-normalized encoding

Generate segment hypotheses

Unnormalized class-dependent score maps

Bicycle i Boat

Calculate features \

Segmentation & Classification

e

Sheep score




ImageNet large-scale challenge

20-chkisct clacese D LQ1 immanae
200 object classes 456,191 images DET
1000 object classes 1,431,167 images CLS-LOC

ILSVRC 2013:
81 entries!

Number of entries

ILSVRC 2010

3 years: This year:
2010-2012 2013

Year
http://image-net.org/challenges/LSVRC/{2010,2011,2012,2 __,

Slide credit: Olga Russakovsky



ImageNet 2012 classification

ImageNet Challenge 2012

Submission

SuperVision Convolutional net 0.16422 j 9.8%
ISI 0.26172 —
XRCE/INRIA 0.27058 XS
0)
Other stuff.... (SVMs) 11 AS
>S

0.27302 —



ImageNet 2013 classification
Top10 is using deep nets.

TeamName | Emor

Clarifai (with outside data) 0.112
Clarifai 0.117
NUS 0.130
ZF 0.135
Andrew Howard 0.136
OverFeat — NYU 0.142
UvA-Euvision 0.143
Adobe 0.152
VGG 0.152
Cognitive Vision 0.161
Decaf 0.192
IBM Multimedia Team 0.207

... Deep Punx, Minerva-MSRA, MIL, Orange, BUPT-Orange,
Trimps-Soushen1, Quantum Leap



ImageNet detection challenge

Statistics PASCALVOC 2012 ~ILSVRC 2013
Object classes 20 liﬂﬁ) 200
e Images 5.7K 395K
rainin i
6 Objects 13.6K | 25x » 345K
Images 5.8K 20.1K
Validation —1—
Objects 13.8K - 4x > 55.5K
Images 11.0K 40.1K
Testing
Objects -—- e

Person

Motorcycle
Helmet




ImageNet 2013 detection results
TeamName | mAP | #categorieswon _

UvA-Euvision 0.226 130
NEC-MU 0.196 25+35 (2 entries)
Toronto A 0.115 6+1 (2 entries)
SYSU_Vision 0.105 3
GPU_UCLA 0.098 0

Delta 0.061 0
UIUC-IFP 0.010 0

[Sande, Fontijne et al. ImageNet 2013]



Winning approach

Classification priors
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Fisher vector with FLAIR

FLAIR is a data structure for which it is as efficient to
evaluate one box as it is many boxes

Descriptors with codeword index

R
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Decomposes Fisher vector per
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/-
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Detection results

ImageNet 2013 Detection Validation Set

DPM v5 (10.0%)

Regionlets (14.7%)

Pure Detection System (18.3%)

+ Class Priors (21.9%)

MAP
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elephant (n02503517, MAP on val=50.2)




zebra (n02391049, MAP on val=44.0)
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axe (n02764044, MAP on val=1.1)
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volleyball (n04540053, MAP on val=28.3)
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Quiz: how many parameters?

-
|_T_1°
=

How many parameters to learn in a
state-of-the-art seven layer deep
convolutional neural network? .

—

—_—
(ense

dense

Max L]
pooling 409 409

13
13

13

13

256




Quiz: how many concepts?

How many object, scene, and action detectors do we need
for effective visual retrieval?
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3. Labels from humans

The most precious resource in computer vision by learning is data.

The most traditional source for obtaining labeled examples is to
rely on human experts. The Internet has launched the trend to let
volunteers label visual content, either for fun, for winning a game
or for a small compensation. ImageNet is a labeled image
database organized according to the WordNet hierarchy in which
each node of the hierarchy is depicted by hundreds of images.



Labeling by library experts

LSCOM (Large Scale Concept Ontology for Multimedia)

Provides manual annotations for 449 concepts
— In international broadcast TV news

Connection to Cyc ontology

Broadcast news
(LSCOM lite)
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http://www.lscom.org/



Labeling by volunteers
LWW m) b

Show me another image With your help, there are

Label as many objects and regions as you can in this image 91348 labelled objects in the database
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Polygon quality




Online hooligans
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Please contact us if you find any bugs or Sign in (why?)
have any suggestions.
There are 158302 labelled objects
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Testing

Most common
labels:

test

adksdsa

wolieiie



Downside of volunteers

Lack of incentive

Limited quality control

Limited number of labels



Labels from games
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Labels from games

Games are a fun way to motivate volunteers
— Words are often too abstract
— Requires some sort of label validation

More descriptive labels by
— Adding semantic structure
— Linking labels to regions

Any game suffers from lack of popularity



Labels from micro-payments

ImageNet (11M images)
— 4000 categories
— > 100 examples

SUN (130K images)
— 397 scene categories
— > 100 examples
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Constructing ImageNet

Step 1: Step 2:
Collect candidate images Clean up the candidate
via the Internet Images by humans
YAHOO! p'l(c':?‘ea rch’
_ Mo
flickr

Google
Image Search

amazonmechanical turk



IMAGE is built by crowdsourcing

July 2008: 0 images
Dec 2008: 3 million images, 6K+ synsets
April 2010: 11 million images, 15K+ synsets

Yesterday: 14 million images, 21K synsets indexed



Accuracy

precision

4 5 6
tree depth

e.g. mammal e.g. dog e.g. German Shepherd



percentage

Diversity

0,5 I I I I I I I I I

10028 Imagenet
04 - ESP mmm= 1
0.3 197850

0.2

0.1

e.g. mammal

depth

e.g. dog e.g. German Shepherd



Scale
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Datasets comparison
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Constructing ImageNet

Step 1: Step 2:
Collect candidate images Clean up the candidate
via the Internet Images by humans
YAHOO! p'l(c':?‘ea rch’
_ Mo
flickr

Google
Image Search

amazonmechanical turk



Constructing ImageNet

YAHOO! pfg;xearch'
XX

flickr
Google

Step 2:
Free Clean up the candidate
Images by humans
|

amazonmechanical turk



Constructing ImageNet
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4. Labels from similarities

The most precious resource in computer vision by learning is data.

Huge amounts of weakly labeled images and videos are available
online. How reliable are these tags? Can we use them for learning
classifiers, segment images, or localize distinctive parts? It turns
out that ‘good old’ nearest neighbor with simple visual features
provides a free, scalable and effective means to collect valuable
data.
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Fundamental problem

Social tags for image and video were never meant to meet
professional standards, consequently they are
— subjective
— ambiguous,
— overly personalized, and
— limited.

Tagged images are notoriously difficult to find.



earching for ‘tiger’
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Searching for ‘classroom’
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Quiz

What image tags in this example are suited
as training label?

- bridge
~q USer | ___,bicycle
— () Tagging perfect
2 MyWinners

Tags --—-—-»



Computer vision is essential

Free text User tags

oQp Intelligent Systems Lab Amsterdam/sc e

MyWinners

amsterdam ..z spication _
; competition content bndge
data engines ... Formatic bicycle
intelligent isla perfect
observing performed prc research MyWinners
searc systems . text

university ... videOoworld




Challenges

Many tags & many images

A prospective algorithm

scalable
unsupervised
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Intuition for tagged images

Similar images with similar tags are reliable

bridge

Sydney ¥ tranquil
bridge R bruges
Australia B

; : trees
architecture :

NikonE3100 Sydney

| bridge

ff SuperShot
L9l clouds
5PhotosaDay

court
1
number §

ireland
_irlanda
i ingiro
il northireland
irlandadelnord
connemara

J| bicycle
perfect
MyWinners

1l Sweden
bridge

| lake
APlusPhot
SuperAPlus

0 0 0
bridge  bicycle perfect MyWinners



Nearest neighbor for tag relevance

Obijective tags are identified

place 1
san 1
francisco 1

vancouver 3 350d1

lemans 1
, landscape 5

cow 1
parsley 1
australia 9
vacation 9
20051
sydney 18

coastguard 1
cutter 1

wales 4
aberystwyth 1
bay 1

mutterberg 1
schafe |

sand 4
harbor 2
beach 41

&8 impressedbeauty

interesting 1
landscape 1
maine 7

brisbane 1
river 17

bird 2 queensland 1

sunset |
airplane |

Based on 3.5 Million images downloaded from Flickr



Same principle, diverse features

Fully unsupervised, adds 10% in performance

A 4

Learning tag relevance given feature;

™
- - L
mpy D

sunset

ocean =
bridge =
nature -
instantfave jm
scenery |m

sunset
ocean
bridge
nature
instantfave
scenery

Learning tag relevance given feature;
R

sunset =
ocean o
bridge o
nature -
instantfave jm
scenery |m

Learning tag relevance given feature,,

sunset
ocean
bridge
nature
instantfave jm
scenery

Combining
multi-feature
tag relevance

sunset | —
ocean =
bridge —
nature =
instantfave m
scenery =

\ 4



Even more efficient with tiny images

32x32 resolution
80M images
Nearest neighbor




Nearest neighbor for segments

window neighbors transferred masks aggregated mask M

Annotates many classes with accurate segmentations
Scales efficiently
Segmentations available



Nearest neighbor for parts

Query

Image Mask HOG 15 NN 2"9 NN 3" NN

-@- beak
A belly
-~ forehead

A left wing
-=-right wing
= A tail

= 4 throat




Nearest neighbor localized actions?

Write paper.




Take home message

Nearest neighbor with simple visual features provides a
free, scalable and effective means to collect valuable data
for many computer vision by learning problems.




5. Negative labels

Computer vision by learning tends to misclassify negative
examples which are visually similar to positive ones, inclusion of
such misclassified and thus relevant negatives should be stressed
during learning. User-tagged images are abundant online, but
which images are the relevant negatives remains unclear. We
consider Negative Bootstrap, which iteratively finds relevant
negatives. Per iteration, it learns from a small proportion of many
user-tagged images, yielding an ensemble of meta classifiers. For
efficient classification, it uses Model Compression such that the
classification time is independent of the ensemble size.



Which images are relevant negatives?

Random negatives are not necessarily relevant

Negatives

Decision boundary

Positives

-

B e
. .
R ™ W W



Negatives for free by virtual labeling

airplane

— | T

Corpus-based Lexicon-based
aviation, flying,... biplane, bomber, ...

|

Virtual labeling

v




ldentifying most relevant negatives

Select most misclassified negatives as the relevant negatives
Then iterate

Virtually labeled

negatives

v * k - [ .l
Prediction <= alrplaneTcIas&ﬂer

\ 4 -
Selection ﬁ/ J\ﬁ

Most m|scIaSS|f|ed negatives



Negative Bootstrap

Adaptive Sampling

Negatlve examples airplane

Selection

| =

p)
2

A

Prediction

<l

Classifier learning

:

Virtual labeling

A

)

Random sampling

tradeoff between
effectiveness and efficiency

Classifier aggregation

to find the most
informative negatives

|




Negative Bootstrap vs State of the Art

Negatives are more useful when very few positives are
available. Random negatives are not always informative

! ! ! ! ! T T T T T
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Precision at 20 (P20)
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Average precision (AP)
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- - ~random sampling - — -random sajlmpling

—-random+aggregation 1 005_ ______________________ ................. . . _
——this work , : random+aggregation

——this work

o
—
!

0 10 20 30 40 50 OO 10 20 30 40 50
Learning rounds T Learning rounds T

(a) Overall comparison (a) Test set VOCO08-val



Relevant negatives of ‘car’

liB gui%;-

airplane airport art beach
bpat church dock dog
f] retrUCk mountain

ship . SKy sock sofa

tree water

As genuine positives are in the
minority, their impact is minimal

Because the tag bus is related to
‘car’, examples of ‘bus’ are
excluded.

As an alternative, examples of
“firetruck’ are identified as
informative negatives.



The Efficiency Problem

Classification time is proportional to the number of classifiers
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Histogram Intersection Kernel SVM

SVM decision function
Support vectors Kernel

—b+ZOzJ yi - Kz, ;)

J= 1We|ght per support vector

# Features
d

K(x,z") = Z min(x (i), x' (7))

1=1

Constraints



Fast Intersection Kernel SVM

Histogram Intersection Kernel is additive

Support vectors # Features

g(/L) — i QY (i min (z(7), z; (i) ) +b

=1 i=1

m
E ayrmin (z(i), z1(i))) | + b

3,
-
~

Support vectors per dimension
h;(xz(i)) can be approximated by linear interpolation




An ensemble of classifiers

Linearly combined classifiers

T
Gr(x) =3 A gulz,w)

t=1 Weight per classifier

Linearly combined Histogram Intersection Kernel SVMs

78
Gj(l) — Z /\t : bt+
t=1

/ d T  ng:

yj y: Sj At Q- Yp - min(x (i), x4 (7))

i=1 t=1 j=1

g

~

decision value per dimension



Model Compression

Extending FIK-SVM to classifier ensembles

Decision function per dimension
T  ng

H;(z) = Z Z At -0y Y- min(z, xe (1))
t=1 j=1
Sort the /-th dimension of support vectors in all meta classifiers
{21100), . Ty BT Ty (D) > Z5(1)
M
H;(z) = Z A -y -3 - min(z, 75 (1))
j=1

For any z within [Z1 (i), Taz ()]

Hi(z) = P - Hi(Zy, (1)) + (1 = Bi) - Hi(Zr,41(1))



The Influence of Model Compression

Effectiveness Efficiency

1800 g . !
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Take home message

Computer vision by learning without the need of labeling
any negative examples

Negative Bootstrap is much better than random sampling

Negative Bootstraps & model compression find relevant
negatives: effective and efficient.



o & wbdh =

Overview

Video benchmarks, TRECVID, average precision, progress
Image benchmarks, PASCAL, ImageNet, lessons learned
Labels from humans, experts, volunteers, crowdsourcing
Labels from similarity, nearest neighbor, simple features
Negative labels, negative bootstrapping, model compression

Learning using attributes



