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Abstract. Various interfaces for video browsing and retrletave been

proposed that provide improved usability, bettariegal performance, and
richer user experience compared to simple ressi$ khat are just sorted by
relevance. These browsing interfaces take advarght®e rather large screen
estate on desktop and laptop PCs to visualize addawonfigurations of

thumbnails summarizing the video content. Naturalhe usefulness of such
screen-intensive visual browsers can be called dutestion when applied on
small mobile handheld devices, such as smart phomésis paper, we address
the usefulness of thumbnail images for mobile videwieval interfaces. In

particular, we investigate how thumbnail numbezesiand motion influence
the performance of humans in common recognitiorkstasContrary to

widespread believe that screens of handheld deaigesnsuited for visualizing
multiple (small) thumbnails simultaneously, our dstushows that users are
quite able to handle and assess multiple small bmaits at the same time,
especially when they show moving images. Our resgilte suggestions for
appropriate video retrieval interface designs amdhald devices.
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1 Introduction

Multimedia services like Internet browsing [3], musnanagement [8], and photo
organization [2] have become commonplace and frattyueised applications on
handheld devices — despite their limited screeassiEven for capturing, accessing,
and displaying video, many effective mobile inteda exist [12, 5]. These interfaces
take the complete video as the unit for user icteya and offer means to navigate
through the timeline with the aid of a finger [1pEn [11,15], or scroll wheel [13]. It
has been predicted by many that users will soonadenfacilities providing them
direct access to the video content of interestauitithe need for intensive timeline
navigation [20, 26]. With the help of social taggiand multimedia content analysis
techniques, like speech recognition [27] and vist@icept detection [24], textual
labels can be added to video segments allowingnferactive retrieval. Although the
video retrieval community has proposed severaraaté/e browsers able to support
the user in this task on the relatively large screstate of desktop and laptop



machines [27, 24, 1] or as part of a collaborafivebile) network [23], only few
interfaces exist for single-user interaction ondteeid devices [18, 9]. In this paper,
we are interested in the question how advancedovid&ieval browsers should be
adapted to constraints imposed by the screen diahdheld device. In order to place
this question in perspective, it is important talize that the basic building block of
advanced video retrieval interfaces #nembnails extracted from a short piece of
video assumed to be representative for the muliimedntent. We distinguish
betweenstatic thumbnails(i.e. a reduced-size version of a single statiage) and
dynamic thumbnailg(i.e. a set of consecutive moving reduced-sizeyeaa

State-of-the-art video retrieval browsers displayesal of these static or dynamic
thumbnails simultaneously in response to a userygdier example as a matrix-like
storyboard or ordered in a grid [27]. One may brepied to consider these browsers
unsuited for mobiles, as the limited screen siz@asfdheld devices would not allow
displaying several thumbnails at the same time outHoss of recognition by the
user. However, a recent user study by Torrelbal [25] revealed human participants
were able to outperform computer vision algorithmsn image recognition task on
the desktop, even when they were only able to seagy reduced versions of the
original images. In fact, the authors showed that size of 32x32 pixels, humans are
still able to recognize 80% of the visual conteotuaately. In [16], we evaluated
similar recognition tasks in a video retrieval aton a mobile device, confirming a
surprisingly high recognition performance at relely small sizes, especially when
using dynamic thumbnails. These results suggestd#spite the limited screen estate
of handheld devices, we should still be able tagiesuch more complex thumbnail-
based interfaces than commonly assumed. Howevesstodies have been limited to
single thumbnails shown in isolation. Thus, ourdihgs can not necessarily be
generalized to video retrieval application whereltipie thumbnails are shown
simultaneously. In this paper, we are presentingex study that also investigates the
number of thumbnails in addition to thumbnail siaed type (i.e. static versus
moving). In particular, we verify whether users agle to assess video retrieval
results on a mobile phone whenultiple static and dynamic thumbnails are displayed
simultaneously (at different sizes) and whethes thill influence their perception and
verification performance.

In the remainder of this paper we survey relatedkvem (mobile) video retrieval
interfaces (section 2), present the experimentahoa®logy used and detail our
findings (section 3), and conclude with resultirgign suggestions (section 4).

2 Related Work

2.1 Interfaces for Traditional Video Retrieval

Early video retrieval interfaces for desktop PCd &ptops simply presented a video
to the user as a sequential sequence of static bimife, using metaphors like
filmstrips [6]. Alternatively, researchers have ged several static thumbnails into
Manga-like collages [4, 7] and storyboards [1].ti8tthumbnails are well suited to
summarize relatively short video shots. When shogslengthy and contain a lot of



object or camera motion, a single still image migbt be able to communicate the
factual visual content appropriately. To summaltegthy shots containing moving
content, dynamic thumbnails such as skims [6] Hmen proposed. These summaries
aim to capture the full information content as cawtpand efficient as possible.
Despite the apparent advantage of dynamic thunboadr static thumbnails [6, 19,
21], we are unaware of user studies other thand@éhtifying this advantage.

Recall that on desktop PCs and laptops, the thuinimas always been the
traditional building block for summarizing videordgent in video retrieval interfaces
[27, 24, 1, 10, 19, 21]. The result of a video guertypically represented as a sorted
sequence of relevant thumbnails ordered in a grica simple list of results. Since
content-based video retrieval is an unsolved prablehas been shown by many that
in addition to visualizing direct video retrievadsults in the interface, displaying
indirect video retrieval results such as the comaeptene line [24] of the retrieved
video shot, visually similar video shots [10], setieally related shots [21], or
pseudo-relevance feedback results [19] are all fi@leto increase video search
performance [22]. These findings have resulted fiecGve but complex video
retrieval interfaces, which maximize usage of serestate to display as many
thumbnails as possible. A good example is the @Gmsgser [24], shown in Figure 1,
which displays shot-based video retrieval resuftsaovertical axis and utilizes the
horizontal axis to display the timeline of the cdetp video for a selected shot.
Naturally, it can be called into question if sudivanced video retrieval interfaces
exploiting the screen estate of desktop PCs tonth& can be transferred to the
relatively small display of handheld devices.
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Fig. 1. Displaying video retrieval results using an adwheisualization for the desktop (left)
and a handheld device (right). The CrossBrowser {24the left displays (static or dynamic)
thumbnail results on the vertical axis and expltits horizontal axis to display a thumbnail
timeline of the complete video for selected clipoufube for the iPhone orders static
thumbnail results in a linear list together withesprovided meta data. Note the waste of
screen estate by the CrossBrowser and the limitedbeuof static thumbnails on the mobile.



2.2 Interfaces for Mobile Video Retrieval

Most present-day video retrieval interfaces on hefdl devices are based on an
ordered list of thumbnails; see Figure 1 for a espntative example. It appears that
the size of the thumbnail in current commercial ileobideo retrieval interfaces is

This observation also holds for one of the earimsbile video retrieval interfaces by
Lee et al. [18]. In the reference, the authorssthe design of a PDA user interface
to video browsing, emphasizing the role of useerattion. Although the authors
claim that spatial presentation of multiple thumbmeon a mobile display is
unsuitable, no quantitative experiments are praligesupport the claim.

Most existing work on mobile video retrieval hasdsed on mechanisms for
browsing through a single video. The MobileZoomé&tifiL1], for example, provides
the user with several sliders, overlaid on the @ida demand, which mimic different
granularity levels of the video. The same approaahk integrated in Apple’s iPhone
in iPhoneOS version 3.0. The idea of using slithers been developed further in [5],
where the authors suggest combining a preview rshkdéh markers, representing
scene and speech information, on the timelinel} fhe authors evaluate alternative
approaches for browsing along the timeline suclilielsing and elastic interfaces.
[13] uses a virtual scroll wheel overlaid to theled. Despite their effectiveness for
browsing a single video, none of these interfacesoptimized for browsing through
thumbnails originating from several videos, asyjsidal in retrieval. Exceptions are
[14] and [23]. In the iBingo system [23], severaets are collaborating using
different (mobile) devices to retrieve video fragrtserelevant to an information need.
Special attention is placed on the collaborativizieeal backend which aims to
eliminate redundancy and repetition among co-seascto increase overall retrieval
efficiency. Since iBingo emphasizes collaboratign using multiple devices, here
also, no special attention is reserved for the oblhe thumbnail in the video retrieval
interface. In [14], the authors present an interfatere thumbnails are used to access
points of interest in a larger video. However, theork focuses on interface design
for one handed operation and ignores related vidgieval or browsing questions.

2.3 Thumbnails for Mobile Video Retrieval Interfaces

Although static thumbnails are often used for nmmbilideo browsing in both
commercial systems (cf. Fig. 1) as well as reseguottotypes (cf. previous
subsection), the related interfaces are generalighntess complex than their desktop
counterparts, and dynamic thumbnails are genenalfyapplied in a mobile context at
all. In addition, the size of used thumbnails ideofrather large. Motivated by
Torralbaet al.’sfindings [25] in a desktop context, we presentedesal experiments
in [16] investigating the relevance of thumbna#lesand type for human recognition
performance in a thumbnail based video retrievahado. In different test runs, both
static and dynamic thumbnails were extracted fradeas and presented to subjects
with increasing as well as random sizes. Parti¢gpahthe experiments had to solve
typical video retrieval tasks solely based on aglginthumbnail. In terms of
performance, we identified 90 pixels to be a reabtmthreshold upon which most



tasks were solved successfully based on a statiolihail. However, with dynamic
thumbnails, a similar performance was achievedistpat sizes of 70 pixels. Most
surprisingly, human performance was relatively higlken at much lower sizes, with a
successful recognition in almost 90% of the caséiseasmallest thumbnail size of 30
pixels. These results indicate that we can indeadd bmuch more complex
thumbnail-based interfaces for mobile video reledespite the small screen estate
of handheld devices. However, all these tests Hmen done based on a single
thumbnail that was presented to the subjects dack ibackground. In this paper, we
verify if and to what degree these findings gerneeato more complex interfaces
where multiple thumbnails are presented simultasigoMotivated by the findings
that have been observed with single thumbnailslalggl in isolation, we present a
user study with 24 participants where we investigae influence of thumbnail size
and motion when multiple thumbnails are displayiesutaneously.

3 User Study with Varying Numbers and Sizes of Timbnails

3.1 Motivation and Setup

Small thumbnails are generally used in video retfienterfaces because they allow
us to present a large amount of information ate t- either from various documents
(e.g. the shot-based retrieval results shown inviréical axis of the CrossBrowser,
cf. Fig. 1, left) or from one single video (e.getlimeline-based representation of
selected shots shown in the horizontal axis ofGhessBrowser). Hence, in addition
to evaluated thumbnail size and type for a singllet §as done in [16]), it is also
important to investigate these characteristicomext with several thumbnails, since
we can expect that the concurrent representationuitiple thumbnails will influence
users’ perception and verification performance. Ti@n purpose of our user study
was therefore to evaluate sizes and the relevahdgnamic versus static thumbnails
when multiple shots of one video are representea itimeline — similar to the
horizontal axis in the CrossBrowser.

Experiments in this study have been done wiladorola Droid/Milestonephone
running the Android operating system version 2 e phone features a touch screen
with a relatively large resolution of 854x480 pieAlthough we expect most phones
to increase in screen resolution in the futures thiat the upper end even for smart
phones and clearly above the current state-of#thdea the majority of devices.
Therefore, we decided to implement and run all érpents in compatibility mode
with older phones and Android OS versions, resgltin a screen resolution of
569x320 pixels that was used in all tests presentdus paper.

Based on this resolution, we created three setfigst; a timeline with nine
thumbnails at size 60 pixels each; second, one seitfen thumbnails at size 75 pixels
each; and third, one with five thumbnails at si2@ pixels each (sizes indicate width
of the thumbnails, and heights are adapted acaptdithe video’s aspect ratio). The
reason for the selection of these three thumbimglsss explained below. We show
examples of the three interfaces in Figure 2.



Videos and thumbnails were taken from the TRECVIBndhmark [4], and
realistic questions were selected from [17]. Somestjons needed to be adapted in
order to fit to a “yes/no” answer scheme (which wa®sen to focus on the
independent variables thumbnail size and typeware similar in spirit to the ones
used in the literature. Questions were chosen rahddut under consideration of
covering different retrieval tasks — in particulabject and subject verification (e.g.
“Does the clip contain any police car?”) versusnecand event verification (e.g.
“Does the clip contain any moving black car?”). @ale we took twelve video clips
plus thumbnails from [4] and associated questiomf17] to create twelve different
examples — four for each of the three setups shiowigure 2.

Does any of the clips cont reycle any of the clips contain any person wearing glasses?
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3.2 Experiment

Experiments have been done in a quiet place withdistractions and subjects
sitting comfortably on a chair. They involved 24pmcts (22 male, 2 female, ages 2
from 15-20, 15 from 21-30, 5 from 31-40, and 2 frdh+50). Human recognition
performance can be extremely high when the desgid®id unnaturally close to ones
face (even at very small thumbnail sizes, cf. [1&])erefore, participants were asked
to “hold the device in a natural and comfortableytydor example by resting their
arms on a table (cf. Fig. 3). A neutral observeningled them of this guideline when
an awkward position was recognized during the etalas.

Based on the sequence of thumbnails shown in ttexfaces, subjects had to
perform verification tasks that are typical in coommvideo retrieval situations. For
this, the participants had to answer the 12 quest{d for each interface setup). The
order of interfaces as well as the order of quastifor each individual setup was
randomized across the users in order to avoid @ayed influence on the results.

After some informal testing with an initial implemtation, it was obvious to us
that a version where all dynamic thumbnails areyipta at the same time would



create too much distraction and a cognitive overldéence, we decided that initially

only the center thumbnail (which corresponds to riiggor thumbnail shown in the

center of the CrossBrowser’s horizontal axis; éf. B, left) is playing (in an endless

loop) whereas all other thumbnails are static oblesgrs could however start playing
any related dynamic thumbnail by just clicking &m static representation. This also
stopped the currently playing thumbnail and replaitevith its static version. Hence,

only one dynamic thumbnail was shown at a time.

Fig. 3. Participants during the user study assessingdlesance of video retrieval results on
the mobile phone with varying sizes and numbestaifc and dynamic thumbnails.

3.3 Results

The sizes of the thumbnails used in all three setugre motivated by the results of
our previous study with single thumbnails shownisolation [16]. The smallest
thumbnail size of 60 pixels was chosen becauseaaten to be large enough to
achieve a good performance although both staticdgndmic thumbnails also had a
large amount of errors at this size. 70 pixels hbheen identified to be a good
threshold for dynamic thumbnails, i.e. they are llenahan the size suggested for
static thumbnails, but large enough for dynamicsorignally, 110 pixels is a size
where both static and dynamic thumbnail types shdebd to a good human
verification performance. The number of thumbnaiis each timeline has been
assigned to take full advantage of the whole widththe mobile’'s screen at a
resolution of 569x320.

Figure 4 illustrates the number and correctnessarnsiwers with respect to the
number of dynamic thumbnails played for each of timee timelines used in the
experiments. The diagrams illustrate that displgyhor 9 clips at smaller sizes
results in a relative high number of wrong answersespecially compared to
displaying 5 clips at a size of 110 pixels. Sumroedr all questions, we observed 30
and 44 mistakes for thumbnail sizes of 60 and &&pectively, but only 7 for a size of
110 pixels. Interestingly, this number of mistaleems inversely related to how
often dynamic thumbnails have been played. If wéddi the total number of played
dynamic thumbnails by the number of clips, we obsern average number of plays
per thumbnail of 36 and 37 for the two smallestitbuail sizes versus 57 plays per
thumbnail for a size of 110 pixels. However, imtsrof absolute numbers, users click



far more often on static thumbnails at the smabest (232 clicks at size 60) than for
larger ones (164 and 190 for sizes 75 and 110ecéisply).
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These observations confirm the relevance of dynammionbnails compared to
static ones that we already identified in our ekpents with single thumbnails [16].
In addition, there was a lower average play ratetipembnail for smaller sizes. This
indicates that users were able to gain some dynamfiicmation from the static
representation of the timeline despite their snsfles. For example, if three
thumbnails in a row show an airplane in the skyppbe can conclude that the related
video contains a flying airplane, even without adiju playing any dynamic
thumbnail. However, relying on static thumbnailsmea at the price of lower
recognition performance: There were a relativehhiumber of mistakes despite the
context represented by the larger number of sthtimbnails. This can be explained
with the verification problems with static thumbisaat smaller sizes that have been
identified in our first study.

4 Conclusion and Design Suggestions

In this paper, we investigated the human recognifierformance for typical video
retrieval tasks based on a time-ordered sequencwilbiple thumbnails. In particular,
our experiments evaluated the relevance of thurhtsiaé, number, and type for
human retrieval performance on a handheld deviomsi@ering thumbnail size, we
compared our results to previously identified thidds in experiments where single
thumbnails are shown in isolation. The observatioheur user study confirmed the
advantage of dynamic over static thumbnails, esigat very small sizes. However,
the most important result of the study presentethis paper is that the previously
identified thresholds for optimal thumbnail sizes dot transfer when they are not
shown in isolation but represented in combinatidth weveral other thumbnails (even
from the same video). Potential reasons for thés rmanifold (cognitive overload,
distraction and additional clutter, etc.) and wdttither investigation.

Despite this decrease in performance compared @} [dur new experiments
showed that users are able to achieve good vditifitcaesults — even at small to
medium thumbnail sizes. The participants also peréal well in recognizing and
selecting the most promising ones for playback yasanohic thumbnails. Contrary to
the widespread believe that screens of handheldicelevare unsuited for
simultaneously visualizing several (small) thumiBsjabur results therefore suggest
that users are quite able to handle and assespl@uliumbnails. This is especially
true when using moving images. These results stggemising avenues for future
research related to the design of advanced vidé@eval interfaces on mobile
devices.

Let’s first reconsider the mobile YouTube interfagfgown on the right side of
Figure 1. Here, independent thumbnails are predeinte sorted list of results. In
such an interface, we suggest that it is good &y pghem, because our results from
[16] and the ones presented in this paper showeidaeaased human performance
when using dynamic thumbnails. For more complegrfaces, as they are common
for the desktop, the user study we presented hgygests that it is unwise to display
the thumbnails on a mobile as small as suggestenibprevious studies. However, a
timeline with up to five thumbnails is no problemadl, even for the small display of



a handheld device (also remember that we purpasalg a rather low resolution for
our tests). Reconsidering the CrossBrowser for @kanmour results suggest that we
could successfully use a mobile version where #ntioal axis as well as horizontal
axis are both visualized at the same time (horabntthough and with less
thumbnails). Figure 5 illustrates design draftsaénrimplementation of a mobile video
retrieval interface featuring a similar functiomglas the CrossBrowser interface. The
results of our studies suggest a high human pedgoece in common retrieval tasks
with such a setup despite the small screen sizec@uent and future work includes
implementations of such designs on a smart phodesgaluations comparing human
assessment performance with the traditional Crass8er interface on a PC.

In conclusion, as the title “Keep moving!” of ourepious work [16] suggests,
moving images have a high relevance in mobile reitiogy tasks. Thumbnail sizes on
the other hand are almost negligible — if and aéhiljumbnails are shown in isolation.
The study presented in this paper confirmed thevegice of moving images over
stills. However, it also showed that size is impaottif multiple thumbnails are used
simultaneously to create more complex interfacegaes Hence, when designing
mobile video retrieval interfaces, we not only nexoend to “Keep moving!” but also
to keep in mind that “Size matters!”

CrossBrowser Mobile design suggestion 1 Mobile design suggestion 2

Fig. 5. Design drafts for a mobile video retrieval intedaconsidering the results of our user
studies (center and right). By rearranging the gaktind horizontal axis in an appropriate way
(and considering the size recommendations fronuear study), we are able to visualize about
the same information as with the CrossBrowser interfdeft) and offer almost the same

functionality to the user — something that is gahgrconsidered impossible due to the

mobile’s small screen size. Note that in both cdlsese is even room for the representation of
additional meta information (filename, etc.) at Hwdtom of the screen.
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